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## FINITE-SAMPLE MOMENTS OF THE MLE FOR THE BINARY LOGIT MODEL

## 1. Introduction

Qualitative response ( QR ) models, which are very widely used in empirical economics and elsewhere, have the characteristic that the dependent variable is qualitative, rather than quantitative. To make the model estimable, these qualitative attributes are "coded" numerically so as to partition the sample data appropriately. There is a vast and readily accessible literature relating to inference in the context of these models - for example, see Maddala (1983), Wooldridge (2002), Hensher et al. (2005) and Cameron and Trivedi (2005).

The binary choice model is the most widely used of the QR models. In this model the dependent variable is coded as unity or zero according to whether some event occurs or not. In this case, it is well known that conventional (linear) regression methods are inappropriate: the predicted probabilities can be negative, or exceed unity; the error must be heteroskedastic; and the error term clearly cannot follow a normal distribution. These problems can be overcome by making the probability of the event of interest a non-linear, rather than a linear function of the covariates. In particular, if this function is taken to be a cumulative distribution function, it will be monotonically non-decreasing, and bounded between zero and unity. Usually, the distribution that is chosen for this purpose is the normal distribution (giving rise to the Probit model), the logistic distribution (which gives us the Logit model), the Weibull distribution, or the extreme value distribution. Different distributions lead to different non-linear models with somewhat different features. The Logit and Probit models are the two that are encountered most frequently in practice, and they generally yield similar (scaled) estimates. In each of these two cases the likelihood function is strictly concave, so it has a unique maximum.

The likelihood functions for QR models satisfy the usual regularity conditions, so the maximum likelihood estimators (MLE's) are weakly consistent and best asymptotically normal. The strong consistency of the estimator for the Logit model has been established by Gourieroux and Montfort (1981). Surprisingly, there have been very few studies of the finite sample properties of the MLE for QR models. In this paper we derive analytic expressions for some of the finite sample properties of the MLE of the parameters in the Logit model. The approach that we use could also be used to extend our results to other QR models.

The next section discusses some of the related literature, and section 3 introduces the Logit model. In section 4 we present some results due to Rilstone et al. (1996) and use them to derive analytic expressions for the bias and MSE of the MLE in the Logit model. Some numerical results follow in section 5 ; and the final section provides our conclusions.

## 2. Related Literature

Amemiya (1980) derived the approximate $n^{-2}$-order mean squared error (MSE) of the MLE and the minimum chi-square estimator (MCSE) of the binary Logit model and provided some numerical results for the relative quality of these two estimators, based on their MSE's. The MCSE was first introduced by Berkson (1944) for the binary Logit model, and Taylor (1953) showed that the MCSE estimator and the MLE have the same asymptotic normal distribution. Berkson (1955) approximated the finite-sample bias and MSE of the MLE and the MCSE estimator for some particular samples of data, and showed that the MCSE is preferred to the MLE in terms of MSE in all of the cases he considered. Following Amemiya's work, several studies advanced Berkson's and Amemiya's results. Ghosh and Sinha (1981) provided the theory to give necessary and sufficient conditions for improving the MSE of the MLE, and applied these to Berkson's models and data. They also showed the relative MSE ranking of the MLE and the MCSE is model-specific. Davis (1984) found some examples in which the MLE has smaller MSE than the MCSE estimator, and Hughes and Savin (1994) provided further results indicating that the choice between these two estimators is not straightforward. Another somewhat related study is that of Mackinnon and Smith (1998). They discussed methods for reducing the bias of consistent estimators that are biased in finite samples, and applied their methods to the parameter estimator in the $\mathrm{AR}(1)$ model and the Logit model. Finally, Li (2005) used a Monte Carlo experiment to examine some of the small sample properties of the MLE for three different models - the Probit model, the Logit model and the binary choice model where the underlying distribution is the Extreme Value distribution. She also considered the case where the underlying distributional process is mis-specified, and found that this increases the MSE for each of the estimators.

In this paper, we will apply Rilstone et al.'s (1996) results to derive analytic expressions for the bias and MSE functions for the MLE in the Logit model with stochastic covariates. This approach was also used by Rilstone and Ullah (2002) in the context of Heckman's sample selection estimator. Based on the analytic bias and MSE expressions, we can derive a bias-corrected estimator and the standard error associated with the bias-corrected estimator. We also provide
some numerical evaluations based on these analytic results. These numerical evaluations show that the bias correction works very well. In order to apply Rilstone et al.'s results, we need to assume that both the dependent and independent variables are random and that the observations are i.i.d.. This makes our results incomparable with Amemiya's and Davis's results. Because all of the observations are i.i.d random, the expectations of the random variables or any function of the random variables are the same for all of the observations, which simplifies the application of Rilstone et al.'s results.

## 3. The Logit Model and the Maximum Likelihood Estimator

In a binary choice model we can use a latent dependent variable to incorporate the effects of covariates. The latent regression is:

$$
\begin{equation*}
y_{i}^{*}=X_{i}^{\prime} \beta+\varepsilon, \tag{1}
\end{equation*}
$$

where $y^{*}$ is the latent dependent variable, and the row vector, $X_{i}^{\prime}$, represents the $i^{\text {th }}$ observation on all of the covariates.

Then, the dependent variable can be defined as,

$$
\begin{array}{ll}
y_{i}=1 ; & \text { if } X_{i}^{\prime} \beta+\varepsilon \geq a \\
y_{i}=0 ; & \text { if } X_{i}^{\prime} \beta+\varepsilon<a \tag{2}
\end{array}
$$

where $a$ is the threshold. As is well understood, as long as an intercept is included among the regressors, the threshold value for determining the dependent variable is actually irrelevant, and may be set to zero. Then, (1) and (2) can be simplified to

$$
y_{i}^{*}=X_{i}^{\prime} \beta_{i}+\varepsilon
$$

and

$$
\begin{array}{ll}
y_{i}=1 ; & \text { if } y_{i}^{*} \geq 0 \\
y_{i}=0 ; & \text { if } y_{i}^{*}<0 . \tag{3}
\end{array}
$$

The basic model can be structured as:

$$
\begin{aligned}
& P_{i}=\operatorname{Pr}\left(y_{i}=1 \mid X\right)=F\left(X_{i}^{\prime} \beta\right) \\
& 1-P_{i}=\operatorname{Pr}\left(y_{i}=0 \mid X\right)=1-F\left(X_{i}^{\prime} \beta\right) .
\end{aligned}
$$

The form of the cumulative distribution function, $F\left(X_{i}^{\prime} \beta\right)$, will determine which particular model is used. In this paper, we focus on the Logit model:

$$
\begin{equation*}
P_{i}=\operatorname{Pr}\left(y_{i}=1 \mid X\right)=F\left(X_{i}^{\prime} \beta\right)=\Lambda_{i} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{i}=\frac{\exp \left(X_{i}^{\prime} \beta\right)}{1+\exp \left(X_{i}^{\prime} \beta\right)} \tag{5}
\end{equation*}
$$

is the c.d.f. for the Logistic distribution.

The MLE for the parameter vector in (4) is derived as follows. The (conditional) joint data density function for the sample is:

$$
\operatorname{Pr}\left(Y_{1}=y_{1}, Y_{2}=y_{2}, \cdots, Y_{n}=y_{n} \mid \beta, X\right)=\prod_{y_{i}=1} \Lambda_{i} \prod_{y_{i}=0}\left(1-\Lambda_{i}\right),
$$

so the (conditional) likelihood function is:

$$
L(\beta \mid X, y)=\prod_{i=1}^{n} \Lambda_{i}^{y_{i}}\left(1-\Lambda_{i}\right)^{\left(1-y_{i}\right)}
$$

and the (conditional) log-likelihood function is:

$$
\log L=\sum_{i=1}^{n}\left[y_{i} \log \Lambda_{i}+\left(1-y_{i}\right) \log \left(1-\Lambda_{i}\right)\right] .
$$

The log-likelihood equations are:

$$
\begin{equation*}
\frac{\partial \log L}{\partial \beta}=\sum_{i=1}^{n}\left[\left(y_{i}-\Lambda_{i}\right) X_{i}\right]=0 \tag{6}
\end{equation*}
$$

The MLE of $\beta$ is the solution to (6). Since the log-likelihood function is strictly concave, the MLE is unique, but as (6) is highly non-linear in the parameters, it must be solved numerically. That is, the MLE cannot be written as closed-form expression, and this is what substantially complicates the task of evaluating the characteristics of its (finite-sample) sampling distribution.

## 4. Analytic Results

Before we derive the analytic results for the Bias and MSE of the MLE in the Logit model, we first introduce the results of Rilstone et al. (1996). The class of estimators considered by Rilstone et al. (RSU) includes those which can only be expressed implicitly as a function of the data. Suppose we have a regression model of the form

$$
y_{i}=f\left(X_{i} ; \beta\right)+\varepsilon_{i} .
$$

The regressor vector, $X_{i}$, can include any endogenous or exogenous variables. In order to make the derivation simple, RSU assume that all of the variables are random. Let $Z_{i}=\left(y_{i}, X_{i}\right)$ and
let $Z_{1}, Z_{2}, Z_{3}, \ldots$ be a sequence of $m$ dimensional i.i.d. random vectors. $\theta_{0}$ represents the true parameter vector, which could include only $\beta$, or any other parameters of interest. The estimator $\hat{\theta}$ can be written in the form:

$$
\begin{equation*}
\psi_{n}(\hat{\theta})=\frac{1}{n} \sum_{i=1}^{n} g_{i}(\hat{\theta})=0, \tag{7}
\end{equation*}
$$

where $g_{i}(\theta)=g_{i}\left(z_{i}, \theta\right)$ is a $k \times 1$ vector involving the known variables and the parameters, and $E\left[g_{i}(\theta)\right]=0$ only for the true value $\theta_{0}$. Preceding the derivation of Lamma 1 below, RSU made some assumptions about the function $g_{i}(\theta)$. (See Ullah, 2004, p.31.)

## Assumption 1

The $s^{\text {th }}$ order derivatives of $g_{i}(\theta)$ exist in a neighborhood of $\theta$ and $E\left\|\nabla^{s} g_{i}(\theta)\right\|^{2}<\infty$, where $\|A\|$, for a matrix $A$, denotes the usual norm, trace $\left[A A^{\prime}\right]^{1 / 2}$, and $\nabla^{s} A(\theta)$ is the matrix of $s^{\text {th }}$ order partial derivations of a matrix $A(\theta)$ with respect to $\theta$ and obtained recursively.

## Assumption 2

For some neighborhood of $\theta,\left(\nabla \psi_{n}(\theta)\right)^{-1}=O_{p}(1)$.

## Assumption 3

$\left\|\nabla^{s} g_{i}(\theta)-\nabla^{s} g_{i}\left(\theta_{0}\right)\right\| \leq\left\|\theta-\theta_{0}\right\| M_{i}$ for some neighborhood of $\theta_{0}$, where $M_{i}$ satisfies the condition $E\left|M_{i}\right| \leq C<\infty, i=1,2, \ldots$

In the following, we will suppress the argument for any function of $\theta$ when there is no confusion. So, $g_{i}(\theta)$ will be written as $g_{i}$. Then, RSU derived the following Lemma.

Lemma 1 (RSU, 1996; Ullah, 2004, p.32)
Let assumptions 1-3 hold for some $s \geq 2$. Then the bias of $\hat{\theta}$ to order $O\left(n^{-1}\right)$ is

$$
\begin{equation*}
B(\hat{\theta})=\frac{1}{n} Q\left\{\overline{V_{1} d_{1}}-\frac{1}{2} \bar{H}_{2}\left[\overline{\left.d_{1} \otimes d_{1}\right]}\right\}\right. \tag{8}
\end{equation*}
$$

where $\bar{H}_{j}=\bar{\nabla}^{j} g_{i}, Q=\left[\bar{\nabla} g_{i}\right]^{-1}, \quad V_{i}=\left[\nabla g_{i}-\bar{\nabla} g_{i}\right]$, and $d_{i}=Q g_{i}$. A bar over a function indicates its expectation, so that $\bar{\nabla} g_{i}=E\left[\nabla g_{i}\right]$. Further, if Assumptions 1-3 hold for some $s \geq 3$, then the MSE of $\hat{\theta}$ to order $O\left(n^{-2}\right)$ is

$$
\begin{equation*}
\operatorname{MSE}(\hat{\theta})=\frac{1}{n} \Pi_{1}+\frac{1}{n^{2}}\left(\Pi_{2}+\Pi_{2}^{\prime}\right)+\frac{1}{n^{3}}\left(\Pi_{3}+\Pi_{4}+\Pi_{4}^{\prime}\right) \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
& \Pi_{1}=\overline{d_{1} d_{1}^{\prime}} \\
& \Pi_{2}=Q\left\{-\overline{V_{1} d_{1} d_{1}^{\prime}}+\frac{1}{2} \bar{H}_{2} \overline{\left[d_{1} \otimes d_{1}\right] d_{1}^{\prime}}\right\} \\
& \Pi_{3}=Q\left\{\overline{\bar{V}_{1} d_{1} d_{2}^{\prime} V_{2}^{\prime}}+\overline{V_{1} d_{2} d_{1}^{\prime} V_{2}^{\prime}}+\overline{V_{1} d_{2} d_{2}^{\prime} V_{1}^{\prime}}\right\} Q \\
& +\frac{1}{4} Q \bar{H}_{2}\left\{\overline{\left[d_{1} \otimes d_{1}\right]\left[d_{2}^{\prime} \otimes d_{2}^{\prime}\right]}+\overline{\left[d_{1} \otimes d_{2}\right]\left[d_{1}^{\prime} \otimes d_{2}^{\prime}\right]}+\overline{\left[d_{1} \otimes d_{2}\right]\left[d_{2}^{\prime} \otimes d_{1}^{\prime}\right]}\right\} \bar{H}_{2}^{\prime} Q \\
& -\frac{1}{2} Q\left\{\overline{V_{1} d_{1} d_{2}^{\prime} \otimes d_{2}^{\prime}}+\overline{V_{1} d_{2}\left[d_{1}^{\prime} \otimes d_{2}^{\prime}\right]}+\overline{V_{1} d_{2}\left[d_{2}^{\prime} \otimes d_{1}^{\prime}\right]}\right\} \bar{H}_{2}^{\prime} Q \\
& -\frac{1}{2} Q \bar{H}_{2}\left\{\overline{d_{1} \otimes d_{1} d_{2}^{\prime} V_{2}^{\prime}}+\overline{\left[d_{1} \otimes d_{2}\right] d_{1}^{\prime} V_{2}^{\prime}}+\overline{\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime} V_{1}^{\prime}}\right\} Q \\
& \Pi_{4}=Q\left\{\overline{V_{1} Q V_{1} d_{2} d_{2}^{\prime}}+\overline{V_{1} Q V_{2} d_{1} d_{2}^{\prime}}+\overline{V_{1} Q V_{2} d_{2} d_{1}^{\prime}}\right\} \\
& -\frac{1}{2} Q\left\{\overline{V_{1} Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}+\overline{V_{1} Q \bar{H}_{2}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}+\overline{V_{1} Q \bar{H}_{2}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}\right\} \\
& +\frac{1}{2} Q\left\{\overline{W_{1}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}+\overline{W_{1}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}+\overline{W_{1}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}\right\} \\
& -\frac{1}{2} Q \bar{H}_{2}\left\{\overline{\left[d_{1} \otimes Q V_{1} d_{2}\right] d_{2}^{\prime}}+\overline{\left[d_{1} \otimes Q V_{2} d_{1}\right] d_{2}^{\prime}}+\overline{\left[d_{1} \otimes Q V_{2} d_{2}\right] d_{1}^{\prime}}\right\} \\
& +\frac{1}{4} Q \bar{H}_{2}\left\{\overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}+\overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}+\overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}\right\} \\
& -\frac{1}{2} Q \bar{H}_{2}\left\{\overline{\left[Q V_{1} d_{1} \otimes d_{2}\right] d_{2}^{\prime}}+\overline{\left[Q V_{1} d_{2} \otimes d_{1}\right] d_{2}^{\prime}}+\overline{\left[Q V_{1} d_{2} \otimes d_{2}\right] d_{1}^{\prime}}\right\} \\
& +\frac{1}{4} Q \bar{H}_{2}\left\{\overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{1}\right] \otimes d_{2}\right] d_{2}^{\prime}}+\overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] \otimes d_{1}\right] d_{2}^{\prime}}+\overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] \otimes d_{2}\right] d_{1}^{\prime}}\right\} \\
& -\frac{1}{6} Q \bar{H}_{3}\left\{\overline{\left[d_{1} \otimes d_{1} \otimes d_{2}\right] d_{2}^{\prime}}+\overline{\left[d_{1} \otimes d_{2} \otimes d_{1}\right] d_{2}^{\prime}}+\overline{\left[d_{1} \otimes d_{2} \otimes d_{2}\right] d_{1}^{\prime}}\right\} \tag{10}
\end{align*}
$$

where $W_{i}=\left[\nabla^{2} g_{i}-\bar{\nabla}^{2} g_{i}\right]$.

Now we apply the above Lemma to derive the bias and MSE of the MLE in the Logit model. First, we assume that both the dependent and independent variables in the Logit model are random, and the observations are i.i.d. Comparing (6) and (7), we can see that for the Logit model, we should set $g_{i}=\left(y_{i}-\Lambda_{i}\right) X_{i}$, and we know that $\mathrm{E}\left(g_{\mathrm{i}} \mid X_{\mathrm{i}}\right)=0$, then according to the law of iterated expectations, $\mathrm{E}\left(\mathrm{g}_{\mathrm{i}}\right)=0$.

Now we have the following results:

$$
\begin{array}{ll}
\nabla g_{i}=-\Lambda_{i}^{(1)} X_{i} X_{i}^{\prime} ; & \bar{H}_{1}=\bar{\nabla} g_{i}=-E\left(\Lambda_{i}^{(1)} X_{i} X_{i}^{\prime}\right) \\
\nabla^{2} g_{i}=-\Lambda_{i}^{(2)} X_{i}\left(X_{i}^{\prime} \otimes X_{i}^{\prime}\right) ; & \bar{H}_{2}=\bar{\nabla}^{2} g_{i}=-E\left[\Lambda_{i}^{(2)} X_{i}\left(X_{i}^{\prime} \otimes X_{i}^{\prime}\right)\right] \\
\nabla^{3} g_{i}=-\Lambda_{i}^{(3)} X_{i}\left(X_{i}^{\prime} \otimes X_{i}^{\prime} \otimes X_{i}^{\prime}\right) ; & \bar{H}_{3}=\bar{\nabla}^{3} g_{i}=-E\left[\Lambda_{i}^{(3)} X_{i}\left(X_{i}^{\prime} \otimes X_{i}^{\prime} \otimes X_{i}^{\prime}\right)\right] \\
Q=\left(\bar{\nabla} g_{i}\right)^{-1}=-\left[E\left(\Lambda_{i}^{(1)} X_{i} X_{i}^{\prime}\right)\right]^{-1} ; & d_{i}=Q g_{i}=-\left[E\left(\Lambda_{i}^{(1)} X_{i} X_{i}^{\prime}\right)\right]^{-1}\left(y_{i}-\Lambda_{i}\right) X_{i} \\
V_{i}=\nabla g_{i}-\bar{\nabla} g_{i}=-\Lambda_{i}^{(1)} X_{i} X_{i}^{\prime}+E\left(\Lambda_{i}^{(1)} X_{i} X_{i}^{\prime}\right) & \\
W_{i}=\nabla^{2} g_{i}-\bar{\nabla}^{2} g_{i}=-\Lambda_{i}^{(2)} X_{i}\left(X_{i}^{\prime} \otimes X_{i}^{\prime}\right)+E\left[\Lambda_{i}^{(2)} X_{i}\left(X_{i}^{\prime} \otimes X_{i}^{\prime}\right)\right],
\end{array}
$$

where $\Lambda_{i}^{(s)}$ is the $s^{\text {th }}$ order derivative of $\Lambda_{i}$ with respect to the argument of $X_{i}^{\prime} \beta$ and

$$
\begin{align*}
& \Lambda_{i}^{(1)}=\frac{\exp \left(X_{i}^{\prime} \beta\right)}{\left[1+\exp \left(X_{i}^{\prime} \beta\right)\right]^{2}} \\
& \Lambda_{i}^{(2)}=\frac{\exp \left(X_{i}^{\prime} \beta\right)\left[1-\exp \left(X_{i}^{\prime} \beta\right)\right]}{\left[1+\exp \left(X_{i}^{\prime} \beta\right)\right]^{3}} \\
& \Lambda_{i}^{(3)}=\frac{\exp \left(X_{i}^{\prime} \beta\right)\left\{1-4 \exp \left(X_{i}^{\prime} \beta\right)+\left[\exp \left(X_{i}^{\prime} \beta\right)\right]^{2}\right\}}{\left[1+\exp \left(X_{i}^{\prime} \beta\right)\right]^{4}} \tag{12}
\end{align*}
$$

Then we can derive the following theorem and corollary.

## Theorem 1

If assumptions 1-3 hold for some $s \geq 2$. Then the bias of the MLE in the Logit model, to the order of $O\left(n^{-1}\right)$ is

$$
\begin{equation*}
\operatorname{Bias}(\hat{\beta})=\frac{1}{2 n} Q \bar{H}_{2} \operatorname{vec} Q \tag{13}
\end{equation*}
$$

Further if Assumptions 1-3 hold for some $s \geq 3$, then the MSE of MLE in the Logit model to order $O\left(n^{-2}\right)$ is

$$
\begin{equation*}
\operatorname{MSE}(\hat{\beta})=\frac{1}{n} \Pi_{1}+\frac{1}{n^{2}}\left(\Pi_{2}+\Pi_{2}^{\prime}\right)+\frac{1}{n^{3}}\left(\Pi_{3}+\Pi_{4}+\Pi_{4}^{\prime}\right) \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Pi_{1}=-Q \\
& \Pi_{2}=-Q\left\{E\left(\Lambda_{1}^{(1)} V_{1} Q X_{1} X_{1}^{\prime} Q\right)-\frac{1}{2} \bar{H}_{2} E\left\{\Lambda_{1}^{(2)}\left[\operatorname{vec}\left(Q X_{1} X_{1}^{\prime} Q\right)\right] X_{1}^{\prime} Q\right\}\right.
\end{aligned}
$$

$$
\begin{array}{rl}
\Pi_{3}=Q & Q \\
& \left.+\left(V_{1} Q\left(\Lambda_{2}^{(1)} X_{2} X_{2}^{\prime}\right) Q V_{1}^{\prime}\right]\right\} Q+\frac{1}{4} Q \bar{H}_{2}\left\{(\operatorname{vec} Q)(\operatorname{vec} Q)^{\prime}+(Q \otimes Q)\right. \\
& \left.+(Q)\left\{E\left[\left(\operatorname{vec} \Lambda_{1}^{(1)} X_{2} X_{1}^{\prime}\right)\left(v e c \Lambda_{2}^{(1)} X_{1} X_{2}^{\prime}\right)^{\prime}\right]\right\}(Q \otimes Q)\right\} \bar{H}_{2}^{\prime} Q \\
\Pi_{4}= & Q E\left(V_{1} Q V_{1} Q\right)+\frac{1}{4} Q \bar{H}_{2}(Q \otimes Q) E\left\{\Lambda _ { 1 } ^ { ( 1 ) } \Lambda _ { 2 } ^ { ( 1 ) } ( X _ { 1 } \otimes \overline { H } _ { 2 } ) \left[\operatorname{vec}\left(Q X_{2} X_{1}^{\prime} Q\right) X_{2}^{\prime}\right.\right. \\
& \left.\left.+\operatorname{vec}\left(Q X_{1} X_{2}^{\prime} Q\right) X_{2}^{\prime}+\operatorname{vec}\left(Q X_{2} X_{2}^{\prime} Q\right) X_{1}^{\prime}\right]\right\} Q \\
+ & \frac{1}{4} Q \bar{H}_{2} E\left\{\Lambda _ { 1 } ^ { ( 1 ) } \Lambda _ { 2 } ^ { ( 1 ) } \left[\left(Q \bar{H}_{2} \operatorname{vec}\left(Q X_{1} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right) X_{2}^{\prime}\right.\right. \\
& \left.\left.+\left(Q \bar{H}_{2} \operatorname{vec}\left(Q X_{2} X_{1}^{\prime} Q\right) \otimes Q X_{1}\right) X_{2}^{\prime}+\left(Q \bar{H}_{2} \operatorname{vec}\left(Q X_{2} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right) X_{1}^{\prime}\right]\right\} Q \\
-\frac{1}{6} Q \bar{H}_{3} E\left\{\Lambda _ { 1 } ^ { ( 1 ) } \Lambda _ { 2 } ^ { ( 1 ) } \left[\left(\operatorname{vec}\left(Q X_{1} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right) X_{2}^{\prime}+\left(\operatorname{vec}\left(Q X_{2} X_{1}^{\prime} Q\right) \otimes Q X_{1}\right) X_{2}^{\prime}\right.\right.  \tag{15}\\
& \left.\left.+\left(v e c\left(Q X_{2} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right) X_{1}^{\prime}\right]\right\} Q
\end{array}
$$

Now we consider a simple case of (4) with only one regressor, which implies that the constant term $\alpha$ in the latent regression model (1) equals the true threshold $\alpha$ in (2). For this simple model, we derive the following corollary.

## Corollary 1

If assumptions 1-3 hold for some $s \geq 2$. Then the bias of the MLE of $\beta$ in the Logit model with only one regressor, to the order of $O\left(n^{-1}\right)$, is

$$
\begin{equation*}
\operatorname{Bias}(\hat{\beta})=-\frac{1}{2 n} \frac{E\left(\Lambda_{i}^{(2)} x_{i}^{3}\right)}{\left[E\left(\Lambda_{i}^{(1)} x_{i}^{2}\right)\right]^{2}} . \tag{16}
\end{equation*}
$$

Further if Assumptions 1-3 hold for some $s \geq 3$, then the MSE of the MLE of $\beta$ in the Logit model with only one regressor, to order $O\left(n^{-2}\right)$ is

$$
\begin{equation*}
\operatorname{MSE}(\hat{\beta})=\frac{1}{n} \Pi_{1}+\frac{1}{n^{2}}\left(\Pi_{2}+\Pi_{2}^{\prime}\right)+\frac{1}{n^{3}}\left(\Pi_{3}+\Pi_{4}+\Pi_{4}^{\prime}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
& \Pi_{1}=\frac{1}{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)} \\
& \Pi_{2}=-\frac{1}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}}\left\{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)^{2}-\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}+\frac{\left[E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)\right]^{2}}{2 E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)}\right\} \\
& \Pi_{3}=\frac{1}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}}\left\{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)^{2}-\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}+\frac{3\left[E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)\right]^{2}}{4 E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)}\right\} \\
& \left.\Pi_{4}=\frac{1}{\left[E\left(\Lambda_{1}^{\prime} X_{1}^{2}\right)\right]^{3}}\left\{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)^{2}-\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}+\frac{3\left[E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)\right]^{2}}{2 E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)}-\frac{1}{2} E\left(\Lambda_{1}^{(3)}\right) X_{1}^{4}\right]\right\} \tag{18}
\end{align*}
$$

The proofs of Theorem 1 and Corollary 1 are given in the Appendix.

## 5. Numerical Evaluations

In this section, we present some numerical results based on Corollary 1. These evaluations are undertaken for the one-regressor Logit model with different distributional assumptions for the covariates, and different sample sizes. We choose values for the parameters which ensure a sensible signal/noise ratio for the model. The latter is determined by considering the goodness-offit for the model - specifically the measure suggested by Efron (1978):

$$
\begin{equation*}
R_{E f}^{2}=1-\frac{\sum_{i=1}^{n}\left(y_{i}-\hat{P}_{i}\right)^{2}}{\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}} \tag{19}
\end{equation*}
$$

Here, we replace the predicted probability $\hat{P}_{i}$ with the $P_{i}$ calculated from $y_{i}{ }^{*}$. Usually, with the cross-section data, only modest goodness-of-fit values are achieved. Therefore, we choose parameter values to ensure that this goodness-of-fit measure is of the order 0.7 to 0.8 .

The distributions from which the regressor values are generated include both symmetric and asymmetric examples - the standard normal distribution, the uniform distribution on [-2, 2], and the Chi-Square distribution with 3 degrees of freedom. In Tables 1 to 3 the first two columns give the true value for the parameter and the sample size. The third column, $\hat{\beta}$, is the average MLE of $\beta$ based on 2,000 replications of a Monte Carlo experiment.

Specifically, the steps associated with this experiment are:
(i) Set a value for the parameter.
(ii) Generate an ( $n \times 1$ ) vector of observations for the random regressor $X$,.
(iii) Generate ( $n \times 1$ ) vectors of observations for $y^{*}$ and $y$ based on (3) with a Logistic-distributed disturbance term.
(iv) Estimate a Logit model based on $y$ and $X$, and record the MLE for $\beta$ and the asymptotic standard error of the MLE of $\beta$.
(v) Repeat steps (ii)-(iv) 2,000 times.
(vi) Calculate the averages of the 2,000 MLE's of $\beta$ and of its asymptotic standard error to get the values referred to as $\hat{\beta}$ in column (1) and $\operatorname{ASE}(\hat{\beta})$ in column (6) of the tables.

Two bias-adjusted estimators, $\hat{\beta}_{B C}$ and $\widetilde{\beta}_{B C}$, are then defined as follows:
and $\quad \widetilde{\beta}_{B C}=\hat{\beta}-\hat{B}(\hat{\beta})$,
where $B(\hat{\beta})$ is the bias based on (16) and the true parameter $\beta$, and $\hat{B}(\hat{\beta})$ is the bias based on (16) and the MLE $\hat{\beta}$. In practice, $\hat{\beta}_{B C}$ is an infeasible estimator as it involves the true parameter. However, $\widetilde{\beta}_{B C}$ is the feasible counterpart to this estimator. Given the complication involved in deriving the properties of $\widetilde{\beta}_{B C}$, here we focus on $\hat{\beta}$ and $\hat{\beta}_{B C}$. The sixth column in the tables gives the asymptotic standard error from the maximum likelihood estimation across the 2,000 repetitions. The standard deviation, $\operatorname{SD}\left(\hat{\beta}_{B C}\right)$ and the standard error, $\operatorname{SE}\left(\hat{\beta}_{B C}\right)$, corresponding to the bias-adjusted estimators $\hat{\beta}_{B C}$, are provided in the following two columns. They are defined as follows:
and

$$
\begin{align*}
& \operatorname{SD}\left(\hat{\beta}_{B C}\right)=\sqrt{\operatorname{Var}\left(\hat{\beta}_{B C}\right)}=\sqrt{\operatorname{Var}(\hat{\beta})}=\sqrt{\operatorname{MSE}(\hat{\beta})-B(\hat{\beta}) B^{\prime}(\hat{\beta})},  \tag{20}\\
& \operatorname{SE}\left(\hat{\beta}_{B C}\right)=\sqrt{\hat{M} S E(\hat{\beta})-\hat{B}(\hat{\beta}) \hat{B}^{\prime}(\hat{\beta})} . \tag{21}
\end{align*}
$$

From (20) and (21), we can also see that $\operatorname{SD}\left(\hat{\beta}_{B C}\right)$ and $\operatorname{SE}\left(\hat{\beta}_{B C}\right)$ are also the second order approximations to the standard deviation and the standard error of $\hat{\beta}$. In the last two columns, we report the $\operatorname{MSE}$ of $\hat{\beta}$ and $\hat{\beta}_{B C} \cdot \operatorname{MSE}(\hat{\beta})$ is based on equation (17) and the true parameter value. $\operatorname{MSE}\left(\hat{\beta}_{B C}\right)$ is the square of $\operatorname{SD}\left(\hat{\beta}_{B C}\right)$, because $\hat{\beta}_{B C}$ is unbiased. From (20), we can see $\operatorname{MSE}\left(\hat{\beta}_{B C}\right)$ is always smaller than $\operatorname{MSE}(\hat{\beta})$.

The Monte Carlo experiment and the calculation of Bias and MSE in (16) and (17) were conducted with code written for the SHAZAM package (Whistler, et al., 2001). Tables 1 to 3 report the results for cases where the regressor follows the standard normal distribution, the uniform distribution on $[-2,2]$ and the chi-square distribution with three degrees of freedom, respectively. From the information in the tables, we can conclude the following. The biascorrected estimator yields some efficiency gains over the uncorrected MLE, in terms of MSE. Further, from the columns for $\operatorname{ASE}(\hat{\beta}), \operatorname{SE}(\hat{\beta})$ and $\operatorname{SD}(\hat{\beta})$, we can see that both the asymptotic
and the finite-sample standard errors tend to overestimate the finite-sample standard deviation of the MLE, and the asymptotic standard error tends to be worse in this respect than the finitesample standard error of the MLE. Comparing $\operatorname{SD}\left(\hat{\beta}_{B C}\right)$ and $\operatorname{SE}\left(\hat{\beta}_{B C}\right)$, we can see that the standard error of the bias-corrected estimator tends to overestimate the true standard deviation. Further, we also see that there are gains from bias-correction, regardless of whether this is based on the true analytic bias or the estimated analytic bias. Moreover, these gains increase with the sample size. For all the cases we consider, the bias is positive.

## 6. Conclusions

In this paper we apply results from Rilstone et al. (1996) to derive analytic expressions for the first two moments of the MLE for the standard Logit regression model, and undertake some numerical evaluations to illustrate our analytic results. Our analysis extends the very limited literature on this topic, notably by allowing for random covariates. The analytic expressions that we derive are complex, but some simple numerical evaluations provide some clear messages. First, the bias correction of the MLE also leads to gains in efficiency. Second, the accuracy of the corrected estimator generally increases as the sample size increases. Third, the estimated analytical results are closer to the analytical results as the sample size increases. Finally, the asymptotic standard error overestimates the finite-sample standard deviation of the MLE. These results are consistent with the argument that the results derived from the large- $n$ approximations lie between the true value and the asymptotic approximations, and that their accuracy increases as the sample size increases.

The techniques that are used in this paper can be applied readily to determine the first two moments of other maximum likelihood estimators that are defined only implicitly because the likelihood equations cannot be solved analytically. For example, work in progress deals with such estimators for models of count data.

Table 1: Parameter Estimator and Standard Error Estimates
With Standard Normal Regressor

| $\beta$ | $n$ | $\hat{\beta}$ | $\hat{\beta}_{B C}$ | $\widetilde{\beta}_{B C}$ | $\begin{aligned} & \operatorname{ASE}(\hat{\beta}) \operatorname{SD}(\hat{\beta}) \operatorname{SE}(\hat{\beta}) \operatorname{MSE}(\hat{\beta}) \operatorname{MSE}\left(\hat{\beta}_{B C}\right) \\ & \left(\operatorname{SD}\left(\hat{\beta}_{B C}\right)\right)\left(\operatorname{SE}\left(\hat{\beta}_{B C}\right)\right) \end{aligned}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.4 | 100 | 1.4655 | 1.4222 | 1.4197 | 0.3262 | 0.2974 | 0.3053 | 0.0903 | 0.0884 |
|  | 200 | 1.4210 | 1.3993 | 1.3989 | 0.2247 | 0.2159 | 0.2178 | 0.0471 | 0.0466 |
| 1.5 | 100 | 1.5770 | 1.5298 | 1.5267 | 0.3425 | 0.3096 | 0.3192 | 0.0981 | 0.0958 |
|  | 200 | 1.5185 | 1.4948 | 1.4945 | 0.2347 | 0.2252 | 0.2269 | 0.0513 | 0.0507 |
| 1.6 | 100 | 1.6785 | 1.6273 | 1.6240 | 0.3587 | 0.3222 | 0.3323 | 0.1064 | 0.1038 |
|  | 200 | 1.6208 | 1.5952 | 1.5947 | 0.2455 | 0.2348 | 0.2369 | 0.0558 | 0.0551 |
| 1.7 | 100 | 1.7708 | 1.7154 | 1.7123 | 0.3731 | 0.3352 | 0.3446 | 0.1154 | 0.1123 |
|  | 200 | 1.7205 | 1.6928 | 1.6923 | 0.2564 | 0.2448 | 0.2469 | 0.0607 | 0.0599 |
| 1.8 | 100 | 1.8633 | 1.8034 | 1.8006 | 0.3888 | 0.3485 | 0.3571 | 0.1250 | 0.1215 |
|  | 200 | 1.8195 | 1.7895 | 1.7891 | 0.2677 | 0.2551 | 0.2571 | 0.0660 | 0.0651 |
| 1.9 | 100 | 1.9722 | 1.9078 | 1.9044 | 0.4069 | 0.3622 | 0.3722 | 0.1353 | 0.1312 |
|  | 200 | 1.9304 | 1.8982 | 1.8974 | 0.2807 | 0.2657 | 0.2689 | 0.0716 | 0.0706 |
| 2.0 | 100 | 2.0835 | 2.0143 | 2.0102 | 0.4263 | 0.3761 | 0.3880 | 0.1463 | 0.1415 |
|  | 200 | 2.0285 | 1.9939 | 1.9932 | 0.2928 | 0.2765 | 0.2797 | 0.0777 | 0.0765 |
| 2.1 | 100 | 2.1928 | 2.1186 | 2.1138 | 0.4457 | 0.3904 | 0.4038 | 0.1579 | 0.1524 |
|  | 200 | 2.1235 | 2.0864 | 2.0858 | 0.3046 | 0.2877 | 0.2904 | 0.0841 | 0.0828 |
| 2.2 | 100 | 2.2663 | 2.1869 | 2.1834 | 0.4593 | 0.4049 | 0.4147 | 0.1702 | 0.1640 |
|  | 200 | 2.2282 | 2.1885 | 2.1878 | 0.3179 | 0.2991 | 0.3024 | 0.0910 | 0.0895 |
| 2.3 | 100 | 2.3675 | 2.2828 | 2.2789 | 0.4788 | 0.4197 | 0.4299 | 0.1833 | 0.1761 |
|  | 200 | 2.3375 | 2.2952 | 2.2941 | 0.3322 | 0.3108 | 0.3152 | 0.0984 | 0.0966 |

Table 2: Parameter Estimator and Standard Error Estimates With Uniform Distribution (-2, 2) Regressor
$\left.\begin{array}{lcccccccccc}\hline \beta & n & \hat{\beta} & \hat{\beta}_{B C} & \widetilde{\beta}_{B C} & \operatorname{ASE}(\hat{\beta}) & \operatorname{SD}(\hat{\beta}) & \operatorname{SE}(\hat{\beta}) & \operatorname{MSE}(\hat{\beta}) \operatorname{MSE}\left(\hat{\beta}_{B C}\right) \\ & & & & & \left(\operatorname{SD}\left(\hat{\beta}_{B C}\right)\right) \\ \left(\operatorname{SE}\left(\hat{\beta}_{B C}\right)\right)\end{array}\right]$

Table 3: Parameter Estimator and Standard Error Estimates
With Chi-Square (3) Regressor

| $\beta$ | $n$ | $\hat{\beta}$ | $\hat{\beta}_{B C}$ | $\widetilde{\beta}_{B C}$ | $\operatorname{ASE}(\hat{\beta})$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\operatorname{SD}(\hat{\beta})$ | $\operatorname{SD}\left(\hat{\beta}\left(\hat{\beta}_{B C}\right)\right)\left(\operatorname{SE}\left(\hat{\beta}_{B C}\right)\right)$ | $\operatorname{MSE}(\hat{\beta}) \operatorname{MSE}\left(\hat{\beta}_{B C}\right)$

## Appendix: Proof of Theorem 1 and Corollary 1

## Proof of Theorem 1

First, for the Logit model in (4), we know the following propositions.

$$
\begin{equation*}
E\left(y_{i}^{j} \mid X\right)=\Lambda_{i} \tag{22}
\end{equation*}
$$

By applying (11) and the law of iterated expectations, we can derive the following results.

$$
\begin{aligned}
& \overline{V_{1} d_{1}}=0 \\
& \overline{V_{1} d_{1} d_{2}^{\prime} V_{2}^{\prime}}=0 \\
& \overline{V_{1} d_{2} d_{1}^{\prime} V_{2}^{\prime}}=0 \\
& \overline{V_{1} d_{1} d_{2}^{\prime} \otimes d_{2}^{\prime}}=0 \\
& \overline{V_{1} d_{2}\left[d_{1}^{\prime} \otimes d_{2}^{\prime}\right]}=0 \\
& \overline{V_{1} d_{2}\left[d_{2}^{\prime} \otimes d_{1}^{\prime}\right]}=0 \\
& \overline{d_{1} \otimes d_{1} d_{2}^{\prime} V_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes d_{2}\right] d_{1}^{\prime} V_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime} V_{1}^{\prime}}=0 \\
& \overline{V_{1} Q V_{2} d_{1} d_{2}^{\prime}}=0 \\
& \overline{V_{1} Q V_{2} d_{2} d_{1}^{\prime}}=0 \\
& \overline{V_{1} Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{V_{1} Q \bar{H}_{2}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{V_{1} Q \bar{H}_{2}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=0 \\
& \overline{W_{1}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{W_{1}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{W_{1}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes Q V_{1} d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes Q V_{2} d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes Q V_{2} d_{2}\right] d_{1}^{\prime}}=0
\end{aligned}
$$

$$
\begin{align*}
& \overline{\left[Q V_{1} d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[Q V_{1} d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[Q V_{1} d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=0 \\
& \overline{d_{1} \otimes d_{1}}=-v e c Q \\
& \overline{V_{1} d_{1} d_{1}^{\prime}}=E\left(\Lambda_{1}^{(1)} V_{1} Q X_{1} X_{1}^{\prime} Q\right) \\
& \overline{\left[d_{1} \otimes d_{1}\right] d_{1}^{\prime}}=E\left\{\Lambda_{1}^{(2)}\left[v e c\left(Q X_{1} X_{1}^{\prime} Q\right)\right] X_{1}^{\prime} Q\right\} \\
& \overline{V_{1} d_{2} d_{2}^{\prime} V_{1}^{\prime}}=E\left[V_{1} Q\left(\Lambda_{2}^{(1)} X_{2} X_{2}^{\prime}\right) Q V_{1}^{\prime}\right] \\
& \overline{\left[d_{1} \otimes d_{1}\right]\left[d_{2}^{\prime} \otimes d_{2}^{\prime}\right]}=(v e c Q)(v e c Q)^{\prime} \\
& \overline{\left[d_{1} \otimes d_{2}\right]\left[d_{1}^{\prime} \otimes d_{2}^{\prime}\right]}=Q \otimes Q \\
& \overline{V_{1} Q V_{1} d_{2} d_{2}^{\prime}}=-E V_{1} Q V_{1} Q \\
& \overline{\left[d_{1} \otimes d_{2}\right]\left[d_{2}^{\prime} \otimes d_{1}^{\prime}\right]}=(Q \otimes Q)\left\{E\left[\left(v e c \Lambda_{1}^{(1)} X_{2} X_{1}^{\prime}\right)\left(v e c \Lambda_{2}^{(1)} X_{1} X_{2}^{\prime}\right)^{\prime}\right]\right\}(Q \otimes Q) \\
& \overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}(Q \otimes Q)\left(X_{1} \otimes \bar{H}_{2}\right)\left[v e c\left(Q X_{2} X_{1}^{\prime} Q\right)\right] X_{2}^{\prime} Q \\
& \overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}(Q \otimes Q)\left(X_{1} \otimes \bar{H}_{2}\right)\left[v e c\left(Q X_{1} X_{2}^{\prime} Q\right)\right] X_{2}^{\prime} Q \\
& \overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}(Q \otimes Q)\left(X_{1} \otimes \bar{H}_{2}\right)\left[v e c\left(Q X_{2} X_{2}^{\prime} Q\right)\right] X_{1}^{\prime} Q \\
& \overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{1}\right] \otimes d_{2}\right] d_{2}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}\left[Q \bar{H}_{2} v e c\left(Q X_{1} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right] X_{2}^{\prime} Q \\
& \overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] \otimes d_{1}\right] d_{2}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}\left[Q \bar{H}_{2} v e c\left(Q X_{2} X_{1}^{\prime} Q\right) \otimes Q X_{1}\right] X_{2}^{\prime} Q \\
& \overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] \otimes d_{2}\right] d_{1}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}\left[Q \bar{H}_{2} v e c\left(Q X_{2} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right] X_{1}^{\prime} Q \\
& \overline{\left[d_{1} \otimes d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}\left[v e c\left(Q X_{1} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right] X_{2}^{\prime} Q \\
& \overline{\left[d_{1} \otimes d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}\left[v e c\left(Q X_{2}^{\prime} X_{1}^{\prime} Q\right) \otimes Q X_{1}\right] X_{2}^{\prime} Q \\
& \overline{\left[d_{1} \otimes d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=E \Lambda_{1}^{(1)} \Lambda_{2}^{(1)}\left[v e c\left(Q X_{2} X_{1}^{\prime} Q\right) \otimes Q X_{2}\right] X_{1}^{\prime} Q \tag{23}
\end{align*}
$$

Therefore, based on Lemma 1 and (23), Theorem 1 is proved.

## Proof of Corollary 1

When the Logit model only include one regressor, (23) reduces to

$$
\begin{aligned}
& \overline{V_{1} d_{1}}=0 \\
& \overline{V_{1} d_{1} d_{2}^{\prime} V_{2}^{\prime}}=0
\end{aligned}
$$

$$
\begin{aligned}
& \overline{V_{1} d_{2} d_{1}^{\prime} V_{2}^{\prime}}=0 \\
& \overline{V_{1} d_{1} d_{2}^{\prime} \otimes d_{2}^{\prime}}=0 \\
& \overline{V_{1} d_{2}\left[d_{1}^{\prime} \otimes d_{2}^{\prime}\right]}=0 \\
& \overline{V_{1} d_{2}\left[d_{2}^{\prime} \otimes d_{1}^{\prime}\right]}=0 \\
& \overline{d_{1} \otimes d_{1} d_{2}^{\prime} V_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes d_{2}\right] d_{1}^{\prime} V_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime} V_{1}^{\prime}}=0 \\
& \overline{V_{1} Q V_{2} d_{1} d_{2}^{\prime}}=0 \\
& \overline{V_{1} Q V_{2} d_{2} d_{1}^{\prime}}=0 \\
& \overline{V_{1} Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{V_{1} Q \bar{H}_{2}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{V_{1} Q \bar{H}_{2}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=0 \\
& \overline{W_{1}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{W_{1}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{W_{1}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes Q V_{1} d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes Q V_{2} d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[d_{1} \otimes Q V_{2} d_{2}\right] d_{1}^{\prime}}=0 \\
& \overline{\left[Q V_{1} d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[Q V_{1} d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=0 \\
& \overline{\left[Q V_{1} d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=0 \\
& \overline{d_{1} \otimes d_{1} d_{1}^{\prime}}=-\frac{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)^{2}}{\left.E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}}
\end{aligned}
$$

$$
\begin{align*}
& \overline{\left[d_{1} \otimes d_{1}\right] d_{1}^{\prime}}=-\frac{E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}} \\
& \overline{V_{1} d_{2} d_{2}^{\prime} V_{1}^{\prime}}=\frac{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)^{2}-\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}}{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)} \\
& \overline{\left[d_{1} \otimes d_{1}\right]\left[d_{2}^{\prime} \otimes d_{2}^{\prime}\right]}=\frac{1}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}} \\
& \overline{\left[d_{1} \otimes d_{2}\right]\left[d_{1}^{\prime} \otimes d_{2}^{\prime}\right]}=\frac{1}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}} \\
& \overline{\left[d_{1} \otimes d_{2}\right]\left[d_{2}^{\prime} \otimes d_{1}^{\prime}\right]}=\frac{1}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}} \\
& \overline{V_{1} Q V_{1} d_{2} d_{2}^{\prime}}=1-\frac{E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)^{2}}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}} \\
& \overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=\frac{E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}} \\
& \overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=\frac{E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}} \\
& \overline{d_{1} \otimes Q \bar{H}_{2}\left[d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=\frac{E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}} \\
& \overline{\left[d_{1} \otimes d_{2} \otimes d_{2}\right] d_{1}^{\prime}}=\frac{1}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}} \\
& {\left[\frac{\left.\bar{H}_{2}\left[d_{1} \otimes d_{1}\right] \otimes d_{2}\right] d_{2}^{\prime}}{\left[d_{1} \otimes d_{2} \otimes d_{1}\right] d_{2}^{\prime}}=\frac{E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}}\right.} \\
& \overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] \otimes d_{1}\right] d_{2}^{\prime}}=\frac{E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}} \\
& \overline{\left[Q \bar{H}_{2}\left[d_{1} \otimes d_{2}\right] \otimes d_{2}\right] d_{1}^{\prime}}=\frac{E\left(\Lambda_{1}^{(2)} X_{1}^{3}\right)}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{3}} \\
& \overline{\left[d_{1} \otimes d_{1} \otimes d_{2}\right] d_{2}^{\prime}}=\frac{1}{\left[E\left(\Lambda_{1}^{(1)} X_{1}^{2}\right)\right]^{2}} \\
& \tag{24}
\end{align*}
$$

Based on (24) and Lemma 1, Corollary 1 is proved.
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