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Abstract 
 
This paper tests for unconditional and conditional income convergence among provinces in Canada 

during the period 1981-2001. We apply the first-differenced GMM estimation technique to the 

dynamic Solow growth model and compare the results with the other panel data approaches such as 

fixed and random effects.  The method used in this paper accounts for not only province-specific 

initial technology levels but also for the heterogeneity of the technological progress rate between the 

‘richer’ and ‘not so richer’ provinces of Canada.  One of the findings of the paper is that the 

Canadian provinces do not share a common technology progress rate and a homogeneous production 

function.  The findings of the study suggest a convergence rate of around 6% to 6.5% p.a. whereas 

the previous studies using OLS and other techniques reported a convergence rate of around 1.05 % 

for per capita GDP and 2.89% p.a. for personal disposable income among Canadian provinces. 
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1. INTRODUCTION  
 
In recent years, the issue of per capita income convergence has been an area of intense research 

and investigation. The idea of convergence is based on the neoclassical growth model (Solow, 

1956, Swan, 1956). Neoclassical theory predicts that if different countries (or provinces) are at 

different points relative to their balanced growth paths, poorer countries or regions will grow 

faster than the rich ones, the so-called β (beta) convergence.  Evidence of this ‘catch-up’ effect is 

interpreted as support for the neo-classical growth model. Various studies have examined the 

convergence hypothesis in different parts of the world with varying results. The empirical 

literature distinguishes three distinct, though related, concepts of convergence, see Hossain 

(2000): sigma (σ) convergence, beta (β) convergence and conditional beta (βc) convergence. 

Another type of convergence, called stochastic convergence, focuses on the time series properties 

of the distribution of per capita income.  We explain these terms in the following sections.   

Sigma convergence is concerned with cross-sectional dispersion of per capita income or 

productivity levels; that is, there exists a convergence if the cross-sectional dispersion of per 

capita income or productivity levels decrease over time.  The standard deviation of (the log of) 

per capita output is commonly used to test for sigma convergence.  Thus the presence of sigma 

convergence suggests a tendency to equalization of per capita income or productivity levels 

across regions or economies.  The presence of sigma convergence, however, does not necessarily 

imply the presence of beta convergence, which suggests that poorer countries or regions grow at 

faster rates than richer countries or regions given that they all have the same steady-state growth 

path for per capita output.  

 

Whether the convergence of per capita output levels, measured by sigma convergence, is due to 

higher growth rates of poorer regions than the richer ones can be examined by testing for the 

presence of beta (or conditional beta) convergence.  Beta convergence, as defined in the 

empirical literature is concerned with cross-section regression of the time averaged income 

growth rate on the initial per capita income level; that is, there exists a beta convergence if the 

coefficient of the initial per capita income level in a cross-section regression for per capita output 

growth bears a negative sign.  This suggests that countries or regions with higher initial income 

levels grow slowly than countries or regions with lower initial income levels.  The concept of 

conditional beta convergence concerns with cross-section regression of the time averaged 

output growth rate on the initial per capita output level and a set of additional explanatory 

variables that define the steady-state growth path for per capita output (Barro and Sala-i-Martin, 

1991).  Within such augmented growth regression, there exists a conditional beta convergence if 



  

 3

the coefficient of the initial per capita output level bears a negative sign. One of the most 

generally accepted results is that while there is no evidence of unconditional convergence among 

a broad sample of countries; the conditional convergence hypothesis holds when examining more 

homogeneous group of countries (or regions) or when conditioning for additional explanatory 

variables (Baumol, 1986, Barro and Salai-i-Martin, 1992, and Mankiw et al., 1992 (hereafter 

MRW)).  

 

For expositional purposes, this paper is divided into five sections: section 2 briefly reviews the 

methodological framework; section 3 touches upon the data issue; section 4 is devoted to 

empirical investigation and section 5 summarizes the conclusions emanating from the study.  

 
2.  METHODOLOGY 

 

The issue of the presence and persistence of regional disparities in income and output per 

capita in Canada has been a thorny issue and has concerned both economists and 

politicians. Estimates of convergence (β convergence) over a wide range of data suggest a 

convergence rate that ranges from 1.05% p.a. for gross provincial product per capita to 

2.89 % p.a. for personal disposable income per capita (see, for example, Coulombe and 

Lee (1995) and Lee and Coulombe (1995)). Lee and Coulombe (1995) have applied the 

OLS method in a pooled regression for their estimates.  Kaufman et al. (2003) recently 

studied the differential impact of federal transfer programs on output convergence in 

provinces in Canada using three stages least squares method.  They found that while the 

employment insurance (EI) system seems to have had a significant negative effect on 

output convergence – by discouraging migration within Canada, the equalization 

transfers might have actually helped spur convergence.  In yet another study Wakerly 

(2002), using data on provinces and industries found that the process of economic growth 

in Canada has resulted in poor provinces staying poor and the rich provinces staying rich. 

These contrasting conclusions raise questions about the divergent methodologies used by 

researchers in analyzing this issue in the Canadian context.  One of the major limitations 

of studies on convergence of income in Canadian provinces is the absence of any studies 

that addresses this issue using panel data methods or techniques.  The main usefulness of 

the panel approach lies in its ability to allow for differences in the aggregate production 

function across economies.  This leads to results that are significantly different from 

those obtained from single cross-country regressions (Islam, 1995).   
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Thus, the main aim of this paper is first, to examine the issue of income convergence in Canada 

using sound methodologies such as panel data methods and/or Generalized Method of Moments 

(GMM) estimation techniques, and to see how the results thus obtained differ from other 

estimations.  If the findings do suggest widening gap or slow regional income convergence, 

another objective is to stimulate the debate on policy formulations in regard to balanced regional 

development in Canada. We apply the Fixed Effect (FE) and Random Effect (RE) techniques and 

compare our results with first-differenced GMM as the Solow growth model that we estimate in 

our study is a dynamic model and hence the endogeneity issue has to be addressed.  Another 

method that could be applied is the system GMM estimator developed by Blundell and Bond 

(1998) that presents a significant improvement over the other panel estimation methods such as 

the first-difference GMM estimator (see Arellano and Bond (1991)). Using Monte Carlo 

simulations, they demonstrate that the weak instruments problem in first-difference GMM could 

result in large finite-sample biases.  Also the biases can be dramatically reduced by incorporating 

more informative moment conditions that are valid under quite reasonable stationarity restrictions 

on the initial condition process.  Essentially the system GMM estimator represents the use of 

lagged first-differences as instruments for equations in levels, in addition to the usual lagged 

levels as instruments for equations in first-differences.  In addition, the finite-sample performance 

of the system GMM can be tested by the identification of an estimation range for the convergence 

speed provided by the OLS and other estimators like within-group estimator.   In this paper, 

however, we confine our study to the application of the Fixed and Random Effects and the first-

differenced GMM estimators.  The application of system GMM could be considered for future 

research work. 

 

With a view to conserving space, our intention is not to review the basic Solow growth model in 

detail here.  See studies by MRW (1992) and Islam (1995) that give a detailed description of the 

basic Solow growth model and augmented Solow growth model.  In the following sections, we 

succinctly explain the usefulness of a panel data approach on the basis of the work by Islam 

(1995).  The basic Solow model is discussed briefly below (MRW, 1992): 

 

The rates of saving, population growth and technological progress are treated as exogenous.  

There are two inputs, capital and labor, which are paid their marginal products.  Solow assumes a 

Cobb-Douglas production function, so production at time t is given by: 

 

αα −= 1))()(()()( tLtAtKtY     ; 0 < α < 1 , 
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where Y is output, K is capital, L is labor, and A is the level of technology.  L and A are assumed 

to grow exogenously at the rates n and g: 

 

   L (t) = L (0) ent   

 

A (t) = A (0) egt  . 

 

Assuming that s is the constant fraction of output that is saved and invested, and defining output 

and stock of capital per unit of effective labor as ALYy /ˆ =  and ALKk /ˆ = , respectively, the 

dynamic equation for k̂ is given by: 

 

)(ˆ)()(ˆ)(ˆ tkgntystk δ++−=  

)(ˆ)()(ˆ tkgntks δα ++−=  

 

where δ is the constant rate of depreciation.  It is evident that k̂  converges to its steady state 

value: 
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Upon substitution this gives the following expression for steady state per capita income: 
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Assuming that the countries are currently in their steady state, MRW (1992) used equation (1) to 

see how differing saving and labor force growth rates can explain the differences in the current 

per capita incomes across countries.  They found the model to be quite successful except that the 

estimates of the elasticity of output with respect to capital, α, were found to be unusually high.  In 

order to overcome this problem, they suggested augmented Solow growth model with human 

capital as another input of the production and hence as a variable in the regression equation.  

MRW assumed that g and δ are constant across countries.  But the A(0) term in equation (1) 
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reflects not just technology but resource endowments, climate, institutions, etc.. It may therefore 

differ across countries.  So they assumed that Ln A(0) = a + ε, where a is a constant and ε is a 

country-specific shock.  Thus log income per capita at a given time – time 0 for simplicity is: 
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α
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         (2) 

 

At this stage, however, MRW made the assumption that ε is independent of the explanatory 

variables, s and n.  This was their identifying assumption, and it allowed them to proceed with the 

Ordinary Least Squares (OLS) estimation of the equation. 

 

Another specification used by MRW is to include human capital in the production function in 

view of the importance of human capital to the process of growth.  Therefore, the production 

function now becomes: 

 

βαβα −−= 1))()(()()()( tLtAtHtKtY  ,  

 

where H is the stock of human capital, and all other variables are defined as before.  Let sk be the 

fraction of income invested in physical capital and sh be the fraction of income invested in human 

capital.  The evolution of the economy is now determined by: 
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where y = (Y/AL), k = (K/AL), and h = (H/AL) are quantities per effective unit of labor, and  

(α + β) < 1, which implies that there are decreasing returns to all capital.  The economy 

converges to a steady state defined by: 
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Substituting k* and h* into the production function and taking logarithms gives an equation for 

income per capita similar to equation (1): 
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        (3)  

 

MRW estimated equation (3) using the OLS method.  While estimating equation (2), MRW 

assumed that ε is independent of the explanatory variables, s and n.  However, Islam (1995) 

argues that in general, the country-specific technology shift term ε is likely to be correlated with 

the saving and population growth rates experienced by that country.  At a heuristic level, as A(0) 

is defined not only in the narrow sense of production technology, but also to include resource 

endowments, institutions, etc., it is not entirely convincing to argue that saving and fertility 

behavior will not be affected by all that is included in A(0).  What is important to note here is that 

in the framework of a single cross-section regression, this assumption of independence becomes 

an econometric necessity.  OLS estimation is valid only under this assumption.  

 

For the above reasons, Islam (1995) proposes that a panel data framework provides a better and 

more natural setting to control for this technology shift term ε. Islam (1995) has derived the 

steady state behavior in the following manner: 

 

Let *ŷ  be the steady state level of income per effective worker, and let )(ˆ ty be its actual value at 

any time t.  Approximating around the steady state, the rate of convergence is given by: 

)],(ˆln*)ˆ[ln)(ˆln tyy
dt

tyd
−= λ   

where λ = (n+g+δ)(1-α).   

 

This equation implies that: 

)(ˆln*ˆln)1()(ˆln 12 tyeyety λτλτ −− +−=  , 

where )(ˆ 1ty is income per effective worker at some initial point of time and τ = (t2-t1).  

Subtracting )(ˆ 1ty  from both sides yields  

)(ˆln)1(*ˆln)1()(ˆln)(ˆln 112 tyeyetyty λτλτ −− −−−=− .  
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This equation represents a partial adjustment process that becomes more apparent from the 

following rearrangement.   

)(ˆln*ˆ)(ln1()(ˆln)(ˆln 112 tyyetyty −−=− −λτ . 

 

In the standard partial adjustment model, the “optimal” or “target” value of the dependent 

variable is determined by the explanatory variables of the current period.  In the present case, *ŷ  

is determined by s and n, which are assumed to be constant for the entire intervening time period 

between t1 and t2 and hence represent the values for the current year as well.  Substituting for *ŷ  

gives: 
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MRW used this equation to study the process of convergence across different samples of 

countries.  Islam (1995) reformulated the equation in terms of income per capita.  Note that 

income per effective labor is:  
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where y(t) is the per capita income, [Y(t)/L(t)].  Substituting for ŷ  into the above equation, we 

get the usual “growth-initial level” equation: 
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However, if we collect terms with ln y(t1) on the right-hand side, we can write the equation in the 

following alternative form: 
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        (5) 

 

It can now be seen that the above represents a dynamic panel data model with (1-eλτ)ln A(0) as 

the time-invariant individual country-effect term.  We may use the following conventional 

notation of the panel data literature: 

itit
j

it
j
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Panel data estimation of this equation now allows us to control for the individual country effects.  

Islam (1995) applied Least Squares with Dummy Variable (LSDV) and Minimum Distance (MD) 

estimation techniques for the estimation of equation (6). 

 

We start our empirical investigations in Section 3, using Fixed and Random Effects techniques 

and proceed to the first-difference GMM estimator (see Arellano and Bond (1991).  Some of the 
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advantages of using the panel data approach are: availability of large number of data points help 

in reducing problem of limited degrees of freedom and enhance the efficiency of the estimators; 

problem of multicollinearity is less likely since explanatory variables vary in two dimensions; 

enables researches to address questions by studying intertemporal behavior of cross-sections, 

which is otherwise not possible to answer; problem of omitted variables can be reduced by 

explicitly modeling unobserved variables as a unit-specific effect or time-specific effect or both.  

 

In addition to the fixed and random effects and first-differenced GMM estimators that we discuss 

in the next section, another approach for dynamic panel data models is the system GMM as 

suggested by Blundell and Bond (1998).  Weeks and Yao (2002) have recently applied the system 

GMM estimation technique for testing conditional income convergence in provinces of China.  

They have examined the issue of income convergence in the basic Solow Growth framework.  

Using a different notation, Weeks and Yao (2002) estimate the equation (6) in the following 

form: 

 

itit
j
titiit vTxbyy ++++= − ηθ ,

'
1,      (7) 
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They interpret the effects ηi as a composite of unobservable province-specific factors, which 

includes initial technology differences.  Similarly, Tt captures the time-specific effects, which 

includes the rate of technological change.  In order to test that the technology progress rate of 

coastal provinces is different from that of the interior provinces in China, Weeks and Yao (2002) 

include a composite dummy constructed by taking the product of a time and coastal dummy (Di).  

So, they re-write equation (7) as:        

   

            (8) 
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Following reforms in China, the coastal regions attained a faster rate of growth compared to the 

interior regions.  In order to differentiate between the two regions, Weeks and Yao (2002) have 

used the coast dummy variable.  If the provinces belong to the coastal regions, the dummy 

variable is equal to 1, and 0 otherwise.  In this paper, however, we report results from the fixed 

effects, random effects and first-differenced GMM estimation techniques and application of 

System GMM approach will be undertaken for future research work.  

 

3.  DATA ISSUES  

 

We have used the annual per capita real net provincial domestic product (NPDP) for the period 

1981-2001 for 10 provinces viz., Newfoundland (NF), Prince Edward Island (PEI), Nova Scotia 

(NS), New Brunswick (NB), Quebec (QB), Ontario (ON), Manitoba (MB), Saskatoon (SK), 

Alberta (AB) and British Columbia (BC).   Our main source of data is the online database of 

Statistics Canada: CANSIM II.  The variables for which we collected data include: NPDP, labor 

force growth rate for working age population in the age group 15-64 years and Real Investment.  

Our empirical study is confined to estimation of the basic Solow growth model and endogenous 

growth model at this stage.  Data sources and exact definitions of variables are available from the 

authors on request.  Following Islam (1995), we use five-year time intervals for averaging the 

data.  By adopting this approach our results are less likely to be influenced by business cycle 

fluctuations. 

 

In this empirical investigation, we have classified the provinces into (a) Below Average Provinces 

(Nova Scotia, New Brunswick, Prince Edward Island and Newfoundland, Quebec, Saskatchewan 

and Manitoba) and (c) Above Average Provinces (Alberta, British Columbia and Ontario) based 

on their relative performance.  By such classification, we would like to test that convergence 

hypothesis holds more strongly for a homogenous group of countries (or regions) (Barro and 

Salai-i-Martin, 1992, and Mankiw et al., 1992). 
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Figure 1: 

GDP Per Capita by Province, Relative to Canada, 1981 & 1990
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Figure 2: 

GDP Per Capita by Province, Relative to Canada, 1990 & 2001
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Figure 1 shows the GDP per capita by province relative to the Canadian average in 1981 and 

1990. There are two striking conclusions: first, there is considerable difference between the 

average income of the richest province and that of the poorest. Per capita real provincial gross 

domestic product in Newfoundland in 1990 is only 62 per cent of the national average, while in 

Ontario it was 116 per cent, more than twice as great. By 2001, this picture has marginally 

changed with the position of provinces like BC showing a marginal deterioration and that of 

Alberta showing substantial improvement over the national average. Second, these disparities 

have not changed much in the 1990’s as is evident from Figure 2. 

 
3. EMPIRICAL INVESTIGATION 

 

In this section, we start our empirical investigation with the endogenous growth model (Barro, 

1991 and Barro and Sala-i-Martin, 1991, 1992) used by Coloumbe and Lee (1995).  They 

examined six different concepts of per capita income and output convergence using OLS in a 

pooled regression.  Coulombe and Lee (1995) have used the following model in their estimation 

approach: 

it
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  ,         (9) 

where i = 1,….,10 (regional units for ten provinces); t = 1961, 1971, 1981, and where tY
_

 refers 

to the Canadian average (weighted by population) income, Y is output (or income) per capita, B is 

a constant term, u is an error term, and t and T are the initial and the final year of comparison. So, 

T-t is the observation period.  Thus Coulombe and Lee (1995) divided the 1961 to 1991 

observation period into three sub periods: 1961-71, 1971-81 and 1981-91. Our endeavor would be 

to apply panel estimation approach to estimating equation (9), which is a test for unconditional 

convergence hypothesis.  We also test for conditional beta convergence as in equation (6) above:  

itit
j

it
j

jtiit vuxyy ++++= ∑
=

− ηβγ
2

1
1. ,          (10)  

 

These estimators are called by various names like Least Squares Dummy Variable (LSDV) or 

fixed effects estimators. β̂  is unbiased.  It is also consistent when either N or T or both tend to 
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infinity.  In our case, the number of units, i.e. provinces. is equal to ten.  However, when the 

number of units is large, the fixed effects model has too many parameters.  The loss of degrees of 

freedom could be avoided by assuming iu to be random.  Equation (10) could therefore, be 

rewritten in the following form:  

itt
j

it
j

jtiit vxyy ++++= ∑
=

− ηβγµ
2

1
1, ,          (11)  

where itiit uv +=α .  This model is called the random effects (RE) model or error-components 

model.  When the sample size is large, RE  (or FGLS) will have the same asymptotic efficiency 

as GLS.  Even for moderate sample size (e.g., T ≥ 3, N- (K+1) ≥ 9; for T = 2, N- (K+1) ≥ 10), the 

FGLS or RE is more efficient than FE estimator.  However, if we are interested in province-

specific effect, FE is appropriate.  We estimate our model using both the estimators and then 

apply the Hausman test to determine as to which estimator we should prefer.  Another related but 

important issue is that the model we estimate is a dynamic model and standard estimators like 

OLS, FE and RE are biased or inconsistent because regressors are correlated with the error term. 

The consistency of the FE estimator depends on T being large.  For RE, the transformed 

regressors will be correlated with the transformed errors.   In order to overcome this problem, 

Arellano and Bond (1991) suggest that additional instruments can be obtained.  They derive a 

consistent estimator when N goes to infinity with T fixed. Arellano and Bond’s preliminary one-

step consistent estimator is given by the GLS estimator and then they obtain the optimal GMM 

estimator. The ultimate resulting estimator is the two-step estimator, which is consistent. 

 

This paper contributes to the existing studies on convergence in Canadian provinces in many 

ways. First of all, we use more recent time horizon (1981-2001) compared to 1961 to 1991 used 

by Coulombe and Lee (1995).  Second, Coulombe and Lee (1995) have used the OLS method 

that does not take into account variables that are unobservable and specific to the unit but are 

time-invariant.  Third, the assumption in previous studies is that all the provinces in Canada share 

a homogenous production function.  This is because OLS cannot be applied if the production 

function is heterogeneous.  This paper also contributes in terms of better methodological 

framework like fixed or random effects and first-differenced GMM.  

 

One of the common methods of measuring persistence is to calculate the half-life1 of income 

deviations; i.e., the amount of time it takes a shock to a series to revert half-way back to its mean 

value. The approximate half-life of a shock to Yit is computed as )ln(/)2ln( iρ− , where 

1−≡ ii ρβ .  The persistence parameters iρ (s) capture the speed of relative income convergence 
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across provinces.   Our primary focus is on the βis, the coefficients on the lagged log of the gross 

domestic product (Yit); the nearer βi is to zero, the longer is the estimated half-life of a shock.   

 

The OLS estimates of ρ̂  are downward biased in small samples (Kendall, 1981).  In order to 

correct for the small sample bias, we follow the popular method of adjustment recommended by 

Nickel (1981) for adjustment of the ρ̂  values.  The estimated bias-adjusted ρ , along with the 

approximate half-life calculations2 are reported in Tables (2) and (3).  The estimated half-life 

values give us an idea about the time required (in years) for a province to reach the steady state 

income level based on the estimated speed of convergence. We compare our results with the 

speed of convergence estimates obtained by Coulombe and Lee (1995).  Table 1 shows the speed 

of convergence for OECD countries including Canada.  The convergence rate for Canada (based 

on Coulombe and Lee estimation) varies from 1.05% p.a. to 2.89% p.a. with estimated half-life 

from 29 years to 66 years. For other developed countries, it ranges from a low of 0.2% for 

Denmark to a high of 4.96% p.a. for the Netherlands.  The lower the speed of convergence, the 

more time it takes for an economy or province to converge to its steady state equilibrium 

(measured in half-life).  Our objective in the paper is to ascertain whether speed of convergence 

has undergone a significant change among Canadian provinces ever since Coulombe and Lee 

(1995) derived their estimates. 

 

Our estimation work is based on two samples.  We used the original panel data for the period 

1981 to 2001 and the 5-year averaged data for the same period and that resulted in T = 4 (viz. 

1985, 1990, 1995 and 2000) for the ten provinces included in our analysis. We then applied least 

squares, fixed and random effects and first-differenced GMM estimators to both the samples.   

Our estimation results are tabulated below in Table 2 and Table 3.  We used a number of 

specifications to test for the convergence hypothesis.  However, our basic model continued to be 

Solow Growth model.  In order to compare our results with the Coulombe and Lee (1995) 

specification, we also tested for unconditional convergence (Table 2).  We applied both least 

squares and panel estimation techniques to see how our results differ from Coulombe and Lee 

(1995).  As mentioned earlier, we classified the provinces into two categories: Above average and 

below average.  For this purpose, we included province-specific dummies to capture the speed of 

convergence for the respective categories.  If the provinces belong to above average category like 

Alberta, British Columbia and Ontario, the dummy is equal to 1 and 0 otherwise.  Table 3 

presents results from this specification.  Also included are estimation results from the 

specification which included both time dummies and province-specific dummies. 
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Table 1 – Convergence in OECD countries 

Unconditional convergence in Canada, 1961-
91 (Coulombe and Lee, 1995) 

Unconditional convergence in 
other countries (Barro et al, 1991, 
1992) 

Variables β (Rate of 
Convergence) 

R2 Half-life 
(years) 

Country Rate of 
Convergence 

GPP 
(PRO) 

-0.0105 
(1.05%) 

0.11 66 U.S. 
(Unconditional) 
U.S. 
(Conditional) 

1.8% 

2.22% 

GPP 
(NAT) 

-0.0184 
(1.84%) 

0.20 38 Netherlands 4.96% 

EI -0.0162 
(1.62%) 

0.21 43 U.K. 3.37% 

PIT 
 
PI 

-0.0163 
(1.63%) 
-0.0241 
(2.41%) 

0.18 
 
0.29 

43 
 
29 

Belgium 2.37% 

 
PDI 

 
-0.0289 
(2.89%) 

 
0.32 

 
24 

Germany 
Italy 
France 
Denmark 

2.30% 
1.18% 
1.0% 
0.2% 

 
Source: Coulombe and Lee (1995) 
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Table 2 – Estimates of convergence among provinces in Canada (2004) 

1981-2001 5-year average (1985, 1990, 1995,2000) 

 β R2 Half-
life 

(years)

 β2 R2 Half-
life 

(years)
 
Unconditional convergence 
Least 

Squares 
-0.0645*** 

(5.056) 
0.11 10 Least 

Squares
-0.0609 * 
(2.32) 

0.12 11 

FE -0.2231 *** 
(10.286) 

0.35 3 FE -0.19666 *** 
(3.929) 

0.48 3 

RE -0.0645 ** 
(3.029) 

0.11 10 RE -0.0609 * 
(2.46) 

0.12 11 

GMM 
(FD) 

-0.3176 *** 
(16.254) 

0.29 2 GMM 
(FD) 

-0.3876 ** 
(2.684) 

0.47 1.5 

Conditional convergence (Solow Growth Model) 
(With n+g+δ and Real Savings as additional independent variables) 
Least 

Squares 
-0.0630*** 

(4.70) 
0.11 11 Least 

Squares
-0.0617* 
(2.23) 

0.15 11 

FE -0.2236 *** 
(9.818) 

0.35 3 FE -0.2126 *** 
(4.767 

0.47 3 

RE -0.0630 *** 
(4.541) 

0.11 11 RE -0.0617 * 
(2.409) 

0.15 11 

GMM 
(FD) 

-0.3146 *** 
(10.5) 

0.2 2 GMM 
(FD) 

-0.4716 
(0.119) 

- 1.1 

Conditional convergence (Solow Growth Model) 
(With n+g+δ and Real Savings and province dummy as additional independent variables) 

 β Dummy R2 Half-
life 

(years) 

 β2 Dummy R2 Half-
life 

(years) 
Least 

Squares 
-0.137*** 
(7.324) 

0.005*** 
(5.335) 

0.22 5 Least 
Squares

-0.135** 
(3.51) 0.005* 

(2.57) 
0.28 5 

FE -0.23*** 
(9.82) 

Dropped 0.35 3 FE -0.250 
(4.37) 

Dropped 0.44 2.5 

RE -
0.137***
(8.670) 

0.005*** 
(7.074) 

0.22 5 RE -
0.135**
(3.53) 

0.005* 
(2.582) 

0.28 5 

GMM 
(FD) 

Near singular matrix  GMM 
(FD) 

Near singular matrix 
 

- 

 
Notes: Figures in the parentheses are t-ratios) 

*** Significant at 1% level of significance 
** Significant at 5% level of significance 
*Significant at 10% level of significance 
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Table 3: 5-year average - Conditional convergence (Solow Growth Model)  
(With n+g+δ and real ravings, time dummies and province-specific dummy as 
additional independent variables) 
Variables Least Squares Fixed Effect Random Effect First-

differenced 
GMM 

Log(GDP)(-1) -0.114* 
(2.414) 

-0.877*** 
(8.04) 

-0.114** 
(3.292) 

-3.104 
(0.279) 

Dummy (DT) .004* 
(1.976) 

- 0.004*** 
(5.123) 

- 

D90 -0.0005 
(0.341) 

0.010*** 
(6.378) 

0.0005 
(0.667) 

0.0269 
(0.311) 

D95 -0.003 
(1.841) 

-0.010*** 
(4.425) 

-0.003 
(1.688) 

0.548 
(0.241) 

D2000 -0.001 
(0.512) 

0.020*** 
(6.124) 

-0.001 
(0.352) 

0.092 
(0.251) 

Log(n+g+d) -0.002* 
(1.960) 

-0.0002 
(-0.913) 

-0.002*** 
(4.381) 

-0.003 
(0.121) 

Log(real 
saving) 

-0.003 
(0.787) 

-0.004 
(1.051) 

-0.003 
(1.294) 

0.163 
(0.175) 

Constant -.008 
(1.451) 

-0.029*** 
(20.13) 

-0.008 
(1.72) 

- 

R2 0.40 0.94 0.40 - 
Half-life (years) 6 0.33 6 - 
 
Note: Figures in the parenthesis are t-ratios) 

*** Significant at 1% level of significance 
** Significant at 5% level of significance 
*Significant at 10% level of significance 
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The null hypothesis of all province-specific effect being the same is strongly rejected in our fixed 

effects model for the period 1981 to 2001.  However, the same is not true for the 5-year average 

sample.  So we don’t get support for the use of fixed effects model for the latter. For the random 

effects model, our null hypothesis is that the regressors and the error term are not correlated.    

Again, we fail to strongly reject the null hypothesis for the 5-year average sample.  In other 

words, it justifies the use of random effects method for this sample.   

 

We also conducted the Hausman specification test to see which model we should prefer.  The test 

is based on the idea that under the hypothesis of no correlation, both OLS in the LSDV model and 

GLS are consistent, but OLS is inefficient, whereas under the alternative, OLS is consistent, but 

GLS is not.  Therefore, under the null hypothesis, the two estimates should not differ 

systematically, and a test can be based on the difference.  For the first sample size i.e. 1981 to 

2001, the test statistic is greater than the critical value at any level of significance.  The 

hypothesis that the individual effects are uncorrelated with the other regressors in the model, is 

therefore, strongly rejected.  So the use of random effects for this sample is not appropriate.  

Interestingly, the results from Hausman test for the second sample i.e. 5-year average, also 

provides support for the fixed effects model.  However, the problem with the fixed effects model 

is that it “sweeps out” the effect of province-specific dummy variable.  In order to determine 

these effects, we will have to use the random effects estimator.  

 

Some of the important highlights of our results are as follow: 

• Rate of convergence turns out to be much higher than those reported by previous studies.  

On an average it ranges from 6%% to 6.5% with half-life estimates of around 1 year to 31 

years.  Our results are consistent with those obtained by Islam (1995).  Their findings 

suggest that panel data estimation techniques give us a higher rate of convergence 

compared to Least Squares. 

• The empirical results from the least squares and random effects estimators are quite close 

to each other.  

• Fixed Effects and First-differenced GMM estimators suggest a much higher rate of 

convergence.   

• Province-specific dummy turns out to be significant in both the specifications.  In other 

words, it suggests that if the province belongs to the above average category, it attains a 

faster rate of convergence. 
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• Time-dummies turn out to be insignificant.  So the role of time variable towards 

convergence can be ruled out.  

• We also estimated equation (8) above by including both Tt and DiTt (Table 3).   To 

recapitulate, Tt captures the time-specific effects, which includes the rate of technological 

change.  DiTt is a composite dummy constructed by taking the product of a time and 

province dummy.  In particular, if we are interested in knowing if the technology 

progress rate of above average provinces is different from that of the below average 

provinces, we can test this hypothesis by including composite dummy.  This equation 

gives us a rate of 9.85% (with estimated half-life of around 7 years). 

 

4. CONCLUSIONS 

 

Under the Constitution Act of 1982, both federal government and provincial governments are 

committed to balanced regional development in Canada.  The faster rate of convergence of 

around 6.5% is probably an indication that the programs like federal equalization transfers to 

provinces and other measures are paying off.   If the estimation of convergence rate of around 

6.5% among Canadian provinces turns out to be true, then it surpasses the rate reported for U.S. 

states by a wide margin (which is between 1.8% to 2.22% p.a.).   The estimated rate of 

convergence by Coulombe and Lee (1995) related to the time period from 1961 to 1991 whereas 

the sample period used in our study is more recent i.e. 1981 to 2001.  Moreover, the Canadian 

economy has undergone a significant transformation since the 1980’s and it is not surprising to 

get such results.  Ever since the referendum in Quebec, Canadian economy has become more 

coherent with federal government transferring more and more resources to the provinces.  The 

impact of these programs at the provincial level is more visible in the sample period chosen by 

our study than in Coulombe and Lee (1995).  In short, the increase in convergence rate for this 

period makes some sense.    Moreover, Coulombe and Lee (1995) applied OLS in a pooled 

regression whereas we have applied a better methodological framework of panel data estimation 

techniques.  This could be another reason for such a divergence in the rate of convergence 

estimates. 

 

It would, however, be interesting to examine as to what are the driving factors for a faster rate of 

convergence.  Federal equalization program is definitely one of the factors responsible for poorer 

provinces catching up with the richer ones as some of the studies have already demonstrated (See, 

for example, Kaufman et al. (2003)).  Our intention is to use systems GMM estimator as well to 

get more robust results. Another important issue may be to divide the sample size used by us into 
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two samples like 1981 to 1990 and 1991 to 2001 and then examine the rate of convergence.  One 

of the most generally accepted results is that the conditional convergence hypothesis holds more 

strongly when examining more homogeneous group of countries (or regions) (Baumol, 1986, 

Barro and Salai-i-Martin, 1992, and Mankiw et al., 1992 (hereafter MRW)).   Using our 

classification of above average and below averages provinces; we could test the hypothesis of 

conditional convergence and expect even a higher rate of convergence. 
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Footnotes: 
 
1 Given tktkttt SSSS ερρρ ++= −−++−− 11.2211 ... , the approximate measure for the time 

needed to eliminate half of any shock to ε is - ).ln(/)2ln( 1ρ The approximate measure is always a 

real number for our discrete models and so the half-life must be the rounded-up value.  To 

compute the exact half-life, note that any k+1th order difference equation can be written as 1st 

order k+1th vector difference equation of the form ,1 ttt eAsS += −  where 

{ }11,....., −−−= ktttt SSSS ’ and the matrix A and et are defined accordingly.  Then, .1sAEs TT =  

Setting S0  to 0 and then allowing S1 =εt >0, we can determine the value of T that makes EST = 

εt/2. 

 
2 Half-life calculations are based on bias-adjusted ρ  estimates, applying Nickel’s (1981) 

formula, which is  given  by:   TTT
n

CBAp /)ˆ(lim =−
∞→

ρρ ; where 

),1/()1( −+−= TA T ρ   ),1/)1)(/1(1 ρρ −−−= TTB T  

and ))1)(1/(()1/)1(21 −−−−−= TBBC TTT ρρ  .  This bias arises in any AR (1) fixed effects 

model and is always negative for positive ρ .  As with the Kendall bias adjustment, we recognize 

that it is a first order approximation of the bias for an AR (k+1) process, and that all k+1 

coefficients will suffer from bias. 
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Appendix A 

Log of Per Capita GDP - Provinces - Canada
Beta Convergence - 1981-2001
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