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Abstract We investigate some characteristics of the underground economy in New Zealand by
testing for Granger causality between measured and "hidden" real GDP in that country. We find clear
evidence of causality from measured to hidden economic activity, but only weak evidence of causality
in the reverse directiohis poses alilemmafor policy-makersvho wish to stimulate economic

growth and also minimize the size of the "tax-gap".
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l. INTRODUCTION

Potential tax revenue is lost as a result of unmeasured "hidden" economic activity of various forms.
The size otthe hidden economy varies frooountry to countryreflecting differences ithe tax
burden, the sophistication of the regulateygtem, success in prosecuttag offenders, and the
degree of taxmorality”, etc. It also varies over time, and both Frey and Weck-Hanneman (1984)
and Aigneret al (1988) provideuseful comparisons of such measures. The fofmérthat for
seventeen OECD countries in 1978, the size of the underground economy (relative to official GNP)
was 4.1% for Japan, 8.3% for the U. S. A., 13.2% for Swedalet,average®.8%. Studies
summarised by Aigneat al. give corresponding figures ranging form 4% to 33% for the U. S. A. at
this same time. In contrast, the evidence for the U. S. A. in 1970 yields a range, for this ratio, from
2.6% to 11% .

Such measures are obnsiderable economic and political importance. They have obvious, and
potentially sizeabldyudgetary implications, as well as implications for the incidence of taxation and
incomedistribution. Followingseminalwork by Feige(1979,1982) and others, various techniques

have beemised to try and measure thige ofthe hidden economy in different countries. Frey and
Weck-Hannemai(1984) andAigner et al (1988) treat the size of the hidden economy as a "latent
variable" and use the MIMIC'Multiple Indicators,Multiple Causes") model cfellner (1970),
Goldberger (1972), Joreskog and Goldberger (1975) and others, laastsfer their statistical

analysis. This model is a member of the LISREL ("Linear Interdependent Structural Relationships")
family of models €.g, Joreskog and Sérbom (1993)). part of amajor research prograbeing
undertaken by thénland Revenue Department lfew ZealandGiles (1995) has recently used

MIMIC modelling, in conjunction with a non-lineatructuralmodel for currency demand, to
estimate the size of the hidden economy in that country. Here, we use his estimated time-series data
to examindherelationship between hidden and measured GDP in New Zealand, by way of formal
Granger (1969) causality testing. Giles (1995) paid special attentionrtortkstationarity of the data

in his models, and this aspect of the econometric analysis is also emphasised here. Indeed, this appears
to be thdirst underground economy study, athe first application ofthe MIMIC model, todeal

with this issue systematically.

Il DATA FEATURES AND STATIONARITY ISSUES



Our measure of the size of the New Zealand hidden economy coméa/fieie Model 2 reported

by Giles (1995).Annual (calendarear) data forthis variable andor the correspondingeal
measured GDP armvailablefor 1968 to 1994 in real 1982/1988/illions. Therelative size of
unrecorded economic activity increased frér8% ofmeasured real GDP in 1968 to a peak of
11.3% in 1987. It thefell to 8.7% ofmeasured real GDP in 1992 befanereasing tal1.3% in

1994. The rapidise in the relative size of the hidden economy in the early 1970's is consistent with
the expansion in real output which took place in New Zealand before the effects of the international
oil price shocks. The cyclical movements in the time-path during the mid-1970's to mid-1980's accord
with the (less pronounced)attern in measureautput; as do the trough in 199hd subsequent

expansion.

Using the "augmentedDickey-Fuller (ADF)test €.g, Dickey and Fulle1979,1981); Said and
Dickey (1984)), wehavetested the data for stationarity. Bamples obur size,Dods andGiles
(1995) show that the default method of choosingtlgmentation level, p, in the SHAZAM (1993)
package involves minimal size-distortion. To determine whether drift and trend variables should be
included in the ADF regression, we follow the strategy suggested by Detlatl¢1990), and also
used by Gilegt al. (1992). To testhat the series, x is integrated of order.&.(is 1(1)), against the
alternative that x is integrated of order zare.(is 1(0), or stationary) the level of augmentation, p,
is determined as above, in the context of the following ADF regression model:

AX, =a +pt+ yX, +0,AX 4 + ....... H0,AX,, +€ (1)
We then test H v = 0vs.H, : v < 0 usingthe Dickey-Fuller"t" test (denoted it below) and
MacKinnon's (1991) ciital values. If H is rejected, we conclude that x is stationary, otherwise we
test H :p =v =0, using the "F-test" (denoted ;F " below) of Dickey and Fuller (1981). Rejection,
leads us to conclude that x is I(1), otherwise we remove the trend from the ADF regression and test
Hy,:v =0vs.H, :v <0. The ADF "t-statistic" is denoted, "t ". If we cannot rejegct H , we tgst H :
o =v =0 using the "F-test" (denoted jF " below) of Dickey and Fuller (1981). Rejection suggests

that x is 1(1), otherwise we remove the drift, re-estimate, and §est H Qvs.H, :y < 0. This "t-



statistic” is denoted "t" ifable 1. Rejection suggests that X(@, or stationarywhile failing to
reject suggests that x is 1(1).

Table 1. ADF unit root test results$

T p tee  Fu 1 Fua 1 Outcome

GDP

H, : 1(2) 25 0 -260 3.80 -2.78 n.a. n.a. Reject 1(2)

[Ha: 1(1)]

[H,: 1(D)] 26 0 -2.09 2.19 -0.49 10.16 n.a. 1(1)

[Ha: 1(0)]
H

H, 1(2) 24 1 -294 472 -3.13 na. na. Reject 1(2)

[Ha: 1(1)]

[H,: 1(D)] 26 0 -2.78 3.99 -0.68 1.72 1.52 1(1)

[Ha: 1(0)]

8T is the sample size; other notation is defined in the text

As some economic time-series apparently are integrated of order 2 (or 1(2)), we test I(3) against 1(2)
(applying the above analysis to the doubly-first-differenced data), then if we reject 1(3) we test 1(2)

against 1(1) (using the first-differences of the data), and we finally test I(1) against I(0), if necessary



(following Dickey and Pantula (1987)). We sé&®m Table 1 thaboth (measured) GDP and

"hidden" output (H) are I(1). The results of testing I(3) against 1(2) are omitted to conserve space.

. COINTEGRATION AND GRANGER CAUSALITY

As both series are I(1) it is interesting to ask if they are cointegrated (Engle and Granger (1987)). The
results in Table 2 indicate cointegration, and hetheeexistence of a long-run equilibrating
relationship between measured and "hidden" real economic activity in New Zealand. Any divergence
between the time-paths of thes®iables arising from asxogenous "shock” will not be sustained

in the long-run, and there must alsxist Grangercausality of some form betwe&DP and H.
Accordingly, wehave used a two-equation Vector Autoregressive (VAR) model, and some recent

results of Toda and Yamamoto (1995) to identify the direction(s) of this causality.

Table 2. ADF cointegration test results

Dependent No Trend Trend
Variable
T p t T p t
__GDP 26 0 -4.14 25 1 -3.77
H 26 0 -4.45 25 1 -4.90
(-3.58) (-4.18)
[-3.21] [-3.79]

2"No Trend" and "Trend" refer to the cointegrating regression. In each case the Dickey-Fuller regression has no drift
and no trend. 5% and 10% critical values (from MacKinnon (1991)) appear in parentheses and brackets respectively below

the "t-statistics"



We might take account of the cointegration between GDP amddf testing for causality, but there

are good reasons not to, and instead to fit a standard VAR modelevétsof GDP and H, even
though they are each non-stationary. We want tenm® the risks associated with possibly wrongly
identifying the orders of integration of the series, or the presence of cointegration, and minimize the
distortion of the tests' sizes and powers as a result of pre-testing. Toda and Yamamoto (1995) show
that thestandardasymptotic theory for causality testing holds if we proceed as follows. The lags in
the VAR equations are chosen iynimizing Akaike's"final prediction error'(FPE) €.g, Hsiao

(1979) and Gilest al (1991)). The results appearTiable 3. Then wadd extralags of the
variables, equal in number to the maximum suspected order of integration - here, thismeaanse

lag of each variable in eaelguation. We use a standaild test tosee if thecoefficients of the
lagged H variablesekcluding the extra onearejointly zero in the GDRequation; and a standard

Wald test to see if the coefficients of the lagged GDP variagketuding the extra onare jointly

zero in the H equation. leach case, thé/ald statistic wll be asymptotically ChiSquare with
degrees of freedom equal to the number of "zero restrictidaspjte the fact that GDP and H are

I(1), and irrespective of whether or not they are cointegrated.

Table 3.FPE values for VAR lags$

Own Lags
Dep. Var. 0 1 2 3 4
GDP 22.6 0.608 0.647 0.733 0.805
H 0.546 0.116 0.140 0.153 0.172

Other variable lags (in addition to optimal own lags)

GDP 0.606 0.697 0.533 0.549 0.634



H 0.116 0.087 0.07 0.090 0.099

2 all entries should be multiplied by %10
® optimal lag length on basis of FPE

In thefinal model (Table 4) the GDP equation includes two own lags, and three lags of H; and the
H equation includes two own lags and three of GDP. The two-equation were jointly estimated as a
"Seemingly Unrelated Regression Equations” (SURE) model by Maximum Likelihood, because the
Breusch-Pagan Lagrange Multiplier test ( LM=4.53) and the Likelihood Ratio test (LRT=5.28) for
a diagonal error covariance matrix for the systejectthe null hypothesfs\Various diagnostic tests,
suitably modified to allow for their application in the context of a jointly-estimated system , suggest
that the model is well specifiedihe Wald tests inTable 4are fornon-causality We see there is
strong evidence afausalityfrom GDP to H. (Weclearly reject non-causalityn this direction.)

There is only verymild evidencé thathe causality is bi-directional. (Weeject the absenceof

causality from H to GDP at the 10% or 5% significance levels, butribe 1% level.)

Table 4. VAR results and causality tests, based on system estimation

Equaton  Wald JB LMl LM2 LM3 LM4 R2 R3 R4
(x%) %) (%) &%) @A) &%) %) %) (%)
GDP 7.18 0.05 0.36 1.05 0.01 2.18 0.95 0.75 0.70
(0.03) (0.98) (0.55) (0.31) (0.92) (0.14) (0.33) (0.68) (0.87)
H 17.37 0.73 024 0.12 041 0.33 022 246 252
(0.00) (0.69) (0.62) (0.27) (0.52) (0.57) (0.64) (0.29) (0.48)



2asymptotic p-values appear in parentheses below the test statistic values

As the Toda-Yamamoto-Waleéstmay suffer from size-distortion and lopowerwith our small

sample, we have performed a small "bootstrap" simulation experiment to investigate its performance .
Using 10,000 bootstrap replications we have computedxhetp-values for the Wald test values

of 7.18 and 17.37 iable 4 to bet.94% and 0.37%espectively Exactcritical values and the
corresponding exact powers of the test appear in Table 5, where we see that with a significance level
of 5% to 10% the Toda-Yamamoto-Waéskt forcausality has vergood powerfor our data and

model. This supports our conclusions regarding the existence and direction of Granger causality.

Table 5. Bootstrap simulations for the (Wald) causality test$

Exact Critical Values Exact Powers (%)
Equation 1% 5% 10% 1% 5% 10%
GDP 12.746 7.197 5.210 52.21 80.29 88.89
H 13.159 7.505 5.450 54.40 82.67 91.13

2based on 10,000 replications and the dynamic SURE model specification determined in Table 3



V. CONCLUSIONS

We have used nedata for thehistorical time-path othe size ofthe "hidden" economy in New
Zealand, to investigate the causal relationship between such activity and measured real GDP in that
country. Ouranalysis emphasiséise use of recent developments in testing for Gracgesality
between non-stationary time-series, and diagnostic testing. Our finding of causality from measured
GDP to "hidden'GDP poses dilemmafor policy-makers: theiattempts testimulate (measured)
growth will also promote undergrourattivity and increase fegone tax revenue (although not
necessarily ipercentage terms). The causal associatiohave found in this study, including the

mild evidence of bi-directional causality,aensistent with a situation whereividualsandfirms
engaged in "underground" economic activity are also part of the "regular" economy, in general. This
is very plausible inthe NewZealandcontext. Relatedvork in progressanalyzesthe size and

composition of the "tax-gap" arising from the presence of a "hidden" economy in that country.
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FOOTNOTES

1. Giles (1995)shows that the time-path of the N&e&aland hidden economy is vagbust
to the specification of the MIMIC model that is used for estimation purposes.

2. All of the computations reported in this paper were undertaken with SHAZAM (1993). The
MIMIC model used to generate the Hidden Economy series was estimated with the LISREL
package (Joreskog and Sorbom (1993)).

3. This approach has also been used by Giles (1992), Giles (1994) and Mandeno and Giles
(1995), for example.

4. Each statistic is asymptoticallghi Square with one degree of freedom in the present
context.

5. JB denotes the Jarque-Berarmalitytest; LM1 to LM4 are Lagrangdultiplier tests for
serial independenaainsisimple AR or MA alternatives; R2 to R4 are asymptotic Wald
versions of RamseyRESET testusingtwo to four powers of the predicted dependent
variable in their constructiorAll of these havenly asymptoticvalidity here, as lagged
dependent variables appear as regressors.

6. The FPE values in Table @ecline when the optimal number of lags ofhe second
variableare added to theptimal number of lags dhe dependentariable, inboth cases.

This suggests informally that there may be bi-directional causality between GDP and H.

7. This appears to be thest such finite-samplenalysis ofthe Toda-Yamamoto testing
principle, which is justified by those authors on asymptotic grounds, and the present author
is in the process of conducting a more detailed such analysis of this test.
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