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High Luminosity LHC
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Phase-II Upgrade and HL-LHC:

• 7.5·10-34 cm-2s-1 peak luminosity. 
• 25 ns bunch spacing (40 MHz) 
• Expected integrated luminosity of 4000 fb-1 

(over ~12 years) 
• Up to 200 average minimum bias events 

per bunch crossing 
• Increased radiation damage to detector
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Liquid Argon Calorimeter

• 182,500 channels. 
• The layers of each module have 

different granularities. 
• Largest fraction of energy deposited in 

middle layer. (EM Calo) 
• Fine granularity used to reconstruct 

incident particle’s direction.

Sampling Calorimeters
• EMB: LAr - Lead,  |η| < 1.475 

• EMEC: LAr - Lead,  1.375 < |η| < 3.2 

• HEC: LAr - Copper,  1.5 < |η| < 3.2 

• FCAL: LAr - Copper,  3.1 <  |η| < 4.9                                    
.     and LAr - Tungsten  
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Pulse Shaping
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Fig. 4. Shapes of the LAr calorimeter current pulse in the detector and of
the signal output from the shaper chip. The dots indicate an ideal position of
samples separated by 25 ns [1].
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Fig. 5. Sketch of an EMB module where the different layers are visible.
The granularity in eta and phi of the cells of each of the three layers and of
the trigger towers is also shown [1].

the raw signals from up to 128 calorimeter channels, process,
digitize and transmit samples via optical link (see Fig. 6) to the
Back-End electronics housed outside the experimental cavern.
The signal for each channel is split into three overlapping
linear gain scales (Low, Medium and High) in the approximate
ratio 1/9/80, in order to meet the large dynamic range require-
ments for the expected physics signals. For each gain, the
triangular pulse is shaped (Fig. 4) with a bipolar CR−(RC)2

analog filter to optimize the signal-to-noise ratio. The shaped
signals are then sampled at the LHC bunch-crossing frequency

Fig. 6. Front End Board block diagram [1].

of 40 MHz and the samples for each gain are stored in
a Switched Capacitor Array (SCA) analog memory buffer
while waiting for a Level–1 (L1) trigger accept. For events
accepted by the trigger, the optimal gain is selected for each
channel, and the samples are digitized and transmitted. In 2011
and 2012, typically 5 samples were digitized for each pulse,
whereas for the upcoming 14 TeV run, reducing the number
of samples per pulse to 4 is being considered.
In addition to the FEBs, the Front End Crates house several

additional boards. Tower Builder Boards facilitate the prop-
agation of information to the trigger processor by summing
calorimeter cells in all layers in “trigger towers” with a size
of approximately 0.1 × 0.1 in ∆η ×∆φ. Calibration Boards
allow the calibration of the electronics by injecting a known
exponential pulse to simulate the LAr ionization signal. The
calibration signals are then reconstructed through the regular
readout chain. Finally, auxiliary boards perform service tasks
such as clock distribution, communication and monitoring.

C. Cell Energy and Time Reconstruction
The optimal filtering [8] technique is used to reconstruct the

cell energy and peaking time from the samples of the shaped
calorimeter pulse. The procedure described here applies to all
LAr subsystems though it differs slightly in the case of the
FCal. To calculate the cell energy, Ecell in MeV, from the
samples sj in ADC counts, the following formula is used:

Ecell = FµA→MeV ·FDAC→µA ·
1

Mphys

Mcali

·R
Nsamples
∑

j=1

aj (sj − p)

while to calculate the time a similar formula is used:

tcell =
1

Ecell

Nsamples
∑

j=1

bj (sj − p)

where FµA→MeV is a coefficient that is obtained from test
beam studies and converts the ionization current values to
energy values, FDAC→µA is a property of the calibration board
and Mphys

Mcali
is a factor to correct for differences between the

physics signal and calibration pulses. R is the ramp slope
and p is the pedestal (electronic baseline) obtained from
calibration. The parameters aj and bj are sets of Optimal
Filtering Coefficients calculated from the knowledge of the
calibration pulse shape and the noise autocorrelation function,
to give the optimal energy and time resolution. Finally, a
Quality Factor, Q2, is calculated for each cell, as an estimate
of the quality of the reconstructed pulse.

III. OPERATION
In order to meet the performance requirements, a significant

effort is made by the LAr Operations group to continuously

(EMB)

Fig. 2. The ATLAS LAr calorimeter system [1].

wheel (OW) covering the region 1.375 < |η| < 2.5 and the
inner wheel (IW) covering the region 2.5 < |η| < 3.2.
The hadronic calorimetry provided by the tile calorime-

ter is complemented by two parallel-plate copper/LAr
hadronic endcap (HEC) calorimeters [4] that cover the re-
gion 1.5 < |η| < 3.2. Each HEC consists of two independent
wheels which combined provide 4 longitudinal calorimeter
layers.
Finally, the forward calorimeters (FCal) [5] provide cov-

erage over 3.1 < |η| < 4.9. In order to withstand the high
particle fluxes in this region, they are based on a novel design
that uses cylindrical electrodes consisting of rods positioned
concentrically inside tubes parallel to the beam axis, supported
by a metal matrix. Very narrow LAr gaps have been chosen
to avoid ion buildup at high rates and the gap is kept constant
with a winding fiber wrapped around the rods. Three cylin-
drical modules comprise the FCal, arranged sequentially; the
module closest to the IP is optimized for EM measurements
and uses mainly copper as absorber and 269 µm gaps. The
two subsequent modules are made mainly of tungsten and are
optimized for hadronic measurements with gaps of 375 and
500 µm respectively.
In total, the LAr calorimeter system comprises 8 subsystems

(EMBA, EMBC, EMECA, EMECC, HECA, HECC, FCalA
and FCalC) collectively referred to as partitions.

A. Design and Principle of Operation
The EM calorimeters comprise accordion-shaped copper-

kapton electrodes positioned between lead absorber plates
and kept in position by honeycomb spacers while the system
is immersed in LAr (Fig. 3). Incident particles shower in
the absorber material and subsequently the LAr is ionized.
Under the influence of the electric field between the grounded
absorber and powered electrode, the ions and electrons drift,
the latter inducing a triangular pulse (Fig. 4) to be collected
by the electrodes. With the purpose of redundancy, both sides
of the electrodes are powered independently which allows for
the collection of half of the signal should one side lose power.
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Fig. 3. Accordion structure of the barrel. The top figure is a view of a small
sector of the barrel calorimeter in a plane transverse to the LHC beams [6].

In the EMB, the size of the drift gap on each side of the
electrode is 2.1 mm, which corresponds to a total electron
drift time [6] of approximately 450 ns for a nominal operating
voltage of 2000 V. In the EMEC, the gap is a function of
radius and therefore the HV varies with η to provide a uniform
detector response. To facilitate installation, the absorbers and
electrodes are ganged in φ-modules. For most of the EM
calorimeter, EMB and EMEC-OW, each module has three
layers in depth with different granularities, as can be seen in
Fig. 5, while each EMEC-IW module has only two layers.
The EM calorimeter is designed so the largest fraction of
the energy is collected in the second layer while the back
layer collects only the tail of the EM shower. Using the
energy measurement and position for all cells in all layers of
the calorimeter contained in the shower, the incident particle
energy can be reconstructed and, taking advantage of the fine
segmentation of the first layer, its direction and characteristics
can be inferred. As discussed later, the fine segmentation is
extremely useful in the discrimination between photons and
jets with a leading π0 meson which primarily decays to two
photons. In addition, with its novel pointing geometry, the
calorimeter can reconstruct the direction of neutral particles,
such as photons, for which semiconductor tracking cannot be
used.
The principle of operation is similar for the HEC and

FCal, though the design details, gap size, HV and drift time
characteristics are different and vary with position.

B. Readout
The ionization signals from all the cells are led outside the

cryostats via 114 feedtroughs. Front End Boards (FEBs) [7]
housed in crates mounted directly on the feedtroughs, receive

• High energy particles shower in the  
calorimeter, ionizing the LAr. 

• HV readout electrodes placed 
between grounded absorbers. 

• Drift gap of 2.1 mm corresponding to 
electron drift time of 450 ns             
(for EM Calo)

• Drift electrons induce triangular pulse, amplitude 
proportional to deposited energy. 

• Pulse passed through Bipolar CR -(RC)2 filter, with 
programmable shaping time. (baseline 13 ns) 

• 25 nano-second sampling.

For more details checkout the LAr Calorimeter 
Performance talk by Stefanie Morgenstern

https://agenda.infn.it/getFile.py/access?contribId=131&sessionId=5&resId=1&materialId=slides&confId=13450
https://agenda.infn.it/getFile.py/access?contribId=131&sessionId=5&resId=1&materialId=slides&confId=13450
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Technical Motivations:

Preserving physics reach (ie Higgs) for higher data taking rates requires updated triggers: 

• Current readout electronics are incompatible with new Trigger System.  Upgraded 
triggers require higher trigger rate (1MHz), longer latency, and higher granularity 
calorimeter information. 

• Existing front-end electronics will reach the limit of their radiation tolerance before the 
end of the HL-LHC.

Performance Example:

Simulation shows upgraded ATLAS 
detector can maintain sensitivity to 
golden, H-> γγ channel. 

Optimistic scenario: increased 
statistics reduce global constant 
term to design value, 0.7%. 

Pessimistic scenario: term remains 
same as 2015, 1% barrel and 1.4% 
endcap .
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Technical Design Report
DRAFT 5.0 1st February 2018 – 19:46

ATLAS
Liquid Argon Calorimeter Phase-II Upgrade

Section 4.3 illustrates the expected physics capability of the upgraded detector for a few ex-1261

amples of physics final states that depend directly on the performance of the LAr calorime-1262

ter.1263

Unless otherwise explicitly indicated, the studies presented in this chapter are based on1264

full simulations of the Phase-II upgraded ATLAS detector using GEANT4 [34]. The effect of1265

multiple simultaneous pp collisions, both from the same crossing and previous/subsequent1266

crossings are simulated by overlaying additional generated minimum bias events on the1267

hard-scatter event prior to digitization. The number of overlapping pp collisions (µ) is1268

simulated as Poisson distributed. The LAr pulse reconstruction is done using an optimal1269

filter of depth of 5 with optimal filtering coefficients computed for the pileup condition1270

of interest (e.g. µ = 0 and µ = 200). The number of samples chosen corresponds to1271

the original design of the calorimeter, and is that used in Run 1. The Phase-II upgraded1272

detector simulation assumes the LAr system Run 2 electronics noise level.1273

As mentioned in Chapter 3, the use of more sophisticated filtering algorithms is planned to1274

better suppress out-of-time pileup. The performance results obtained with an optimal filter1275

of depth 5 should therefore be understood as a worst case for these high pileup conditions.1276

When appropriate, the text will mention the expected further improvements.1277

4.1 Cell-level performance1278

This section illustrates the cell-level performance of the LAr readout at a high luminosity1279

up to µ=200.1280

The energy resolution of the calorimeter is given by the equation

sE

E
=

a
p

E
�

b
E
� c (4.1)

where the sampling term a depends on the construction of the calorimeter, and the constant1281

term c depends on the precise knowledge of the non-uniformities in the geometry of the1282

calorimeter or in the pulse shapes. Therefore the figure of merit used in this section is the1283

noise term b of the energy resolution. It comprises analog electronics noise (coming mainly1284

from the pre-amplifier), digitization noise, and pileup noise, which is expected to dominate1285

at the HL-LHC.1286

Energy measurements in the current LAr back-end system are obtained using an optimal1287

filtering algorithm [16] using 5 samples in Run 1 and 4 samples in Run 2. The reduction1288

in the number of samples took place to accommodate an increase of L1 trigger rate (up to1289

110 kHz), without increasing the dead time of the system. The baseline algorithm retained1290

for the simulation of Monte Carlo samples of the Phase-II upgrade uses 5 samples.1291

38 Chapter 4: Expected Performance of the LAr Calorimeters
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Figure 1. Schematic diagram of the LAr calorimeter readout architecture for the Phase-2 upgrade. The LAr
Trigger Digitizer Board (LTDB) and LAr Digital Processing System (LDPS) will be installed in the Phase-1
upgrade.

2.1.1 Analog signal processing

The signal pre-amplification and analog shaping will be integrated into one ASIC. There are two
parallel R&D projects currently being pursued.

One design, shown in figure 2a, is implemented in 130 nm CMOS technology. It is a low
power low noise line terminating pre-amplifier with dual range output and electronically cooled
resistor. A test chip with only the pre-amplifier functionality implemented was received in 2016 and
is undergoing tests. The input impedance of a few ohms was demonstrated to be easily tunable by
changing the capacitance of the C2 capacitor. The linearity of the pre-amplifier was measured to be
better than 0.5% up to 7 mA2 (25⌦, low gain). The equivalent noise current (ENI) was measured to
be about 300 nA, a factor of two larger than expected. This larger noise was identified to be due to
additional resistance in the input transistor. A new transistor was designed and successfully tested
in November 2017. The next chip submission will include the shaper stage.

The second design is implemented in 65 nm CMOS and includes a fully di�erential amplifier
with passive feedback as shown in figure 2b. A pre-prototype chip was received in July 2017
which includes both pre-amplifier and shaper stages, programmable termination, two gains and
programmable peaking time. A linearity better than 0.2% up to approximately 9.7 mA (25⌦, low
gain) was measured.

For both of these two R&D projects, the pre-amplifier stage will be followed by a bi-gain shaper
inside the same ASIC, driving the ADCs described in the next section.

2A current comparable to the maximum current expected from a new high mass 5 TeV resonance decaying to a pair
of electrons.

– 3 –

Existing readout electronics will be completely replaced: Front-End
• Pulse shaping 

optimized to minimize 
total noise. 

• New calibration board. 

•  Full granularity, each 
cell is digitized and 
sent to the backend. 

Off Detector
• New, LAr Signal 

Processor (LASP) 
board to process 
digitized inputs and 
output energy and 
timing information.  

• Information is sent 
from the LASP to new, 
L0 Triggers.
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The Front-end board has separate ASICs for the Preamp/Shaper, Digitization, 
Serialization, and Optical Transmission:
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Preamplifier / Shaping ASIC
The Preamplifier and Shaping will be implemented on a single ASIC. 

• 65 nm and 130 nm CMOS prototypes have both been explored.
2018 JINST 13 C03017
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Figure 2. Schematic diagrams of the design of (a) the line terminating pre-amplifier implemented in 130 nm
CMOS process and (b) the fully di�erential pre-amplifier implemented in 65 nm CMOS process.

Finally, in order to evaluate both ASIC options, a common test system has also been designed
and produced. The current plan is to choose the architecture and technology for the pre-amplifier
and shaper ASIC in 2018.

2.1.2 Digitization

The next step in the electronic readout is the digitization of the shaped analog signals. The
digitization scheme adopted consists in digitizing the waveform at 40 MHz using a 14-bit radiation
hard ADC. To cover the full 16-bit dynamic range required by the physics needs of the experiment, a
two-gain system will be used where each ADC digitizes only part of the range and both outputs are
sent to the o�-detector electronics. One of the requirements of this analog to digital conversion is
that the quantization noise remains smaller than the intrinsic LAr calorimeter resolution in order not
to degrade the total energy resolution by more than 5%. This two-gain digitization scheme is shown
in figure 3. The energy at which the gain switching occurs is chosen such that photons from H ! ��
decays have their cell energy falls in the same gain as electrons from Z boson decays used to set
the energy scale. This will result in a reduction in one of the dominant uncertainties on the precise
measurement of the Higgs boson mass. Additional requirements on the ADC are that it be low
power (less than 100 mW/channel at 40 MSPS) and has an e�ective number of bits (ENOB) of 11.

Three options are being explored: a custom ADC ASIC design in 65 nm CMOS, an ADC
design based on a commercial IP block, and a commercial o�-the-shelf ADC chip.

The advantage of a custom ADC ASIC is to provide a design that can be fully customized
for the specific needs of the LAr readout, and that it is the cheaper option. The current design of
the custom ADC is based on a dynamic range enhancer (DRE) followed by a 12-bit successive-
approximation-register (SAR) converter. Figure 4 shows a schematic diagram of this design. The
dynamic range enhancer block is similar to a 4x amplifier. It determines the most significant two
bits of the 14-bit digital code. The two-stage SAR architecture provides a 12-bit conversion. ADC
test chips were received in August 2017 and are being tested.

– 4 –
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CMOS process and (b) the fully di�erential pre-amplifier implemented in 65 nm CMOS process.

Finally, in order to evaluate both ASIC options, a common test system has also been designed
and produced. The current plan is to choose the architecture and technology for the pre-amplifier
and shaper ASIC in 2018.

2.1.2 Digitization

The next step in the electronic readout is the digitization of the shaped analog signals. The
digitization scheme adopted consists in digitizing the waveform at 40 MHz using a 14-bit radiation
hard ADC. To cover the full 16-bit dynamic range required by the physics needs of the experiment, a
two-gain system will be used where each ADC digitizes only part of the range and both outputs are
sent to the o�-detector electronics. One of the requirements of this analog to digital conversion is
that the quantization noise remains smaller than the intrinsic LAr calorimeter resolution in order not
to degrade the total energy resolution by more than 5%. This two-gain digitization scheme is shown
in figure 3. The energy at which the gain switching occurs is chosen such that photons from H ! ��
decays have their cell energy falls in the same gain as electrons from Z boson decays used to set
the energy scale. This will result in a reduction in one of the dominant uncertainties on the precise
measurement of the Higgs boson mass. Additional requirements on the ADC are that it be low
power (less than 100 mW/channel at 40 MSPS) and has an e�ective number of bits (ENOB) of 11.

Three options are being explored: a custom ADC ASIC design in 65 nm CMOS, an ADC
design based on a commercial IP block, and a commercial o�-the-shelf ADC chip.

The advantage of a custom ADC ASIC is to provide a design that can be fully customized
for the specific needs of the LAr readout, and that it is the cheaper option. The current design of
the custom ADC is based on a dynamic range enhancer (DRE) followed by a 12-bit successive-
approximation-register (SAR) converter. Figure 4 shows a schematic diagram of this design. The
dynamic range enhancer block is similar to a 4x amplifier. It determines the most significant two
bits of the 14-bit digital code. The two-stage SAR architecture provides a 12-bit conversion. ADC
test chips were received in August 2017 and are being tested.
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130 nm
• Line terminating preamplifier 
• Linearity better than 0.5%, 

up to 7 mA.

65 nm
• Fully differential preamplifier 
• Linearity better than 0.2%, 

up to 10 mA.

Both designs will be merged into one 130nm chip.
 8
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The LAr cell’s electronic noise must be less than MIP signal.   Requiring ADC’s least significant 
bit (LSB) value to be less than electronic noise leads to a dynamic range 16 bits wide. 

• Readout electronics utilize 14 bit ADCs. 

• To cover 16 bit range a two gain system is utilized. 

• Energy of gain switching chosen so photons from H→γγ, have the same gain as 
electrons from Z→ee (used for energy scale calibration.)
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ADC
Digitization handled by 40 MHz,14 bit, radiation hard, ADC.  ASIC consists of: 

• Dynamic Range Enhancement block (+2 bits), DRE. 
• Successive Approximation Register block, SAR.

• Have tested ENOB at 20 
MSPS. 

• Digitization of simulated 
pulses by the ADC. 

• Commercial ADC IP blocks 
may be available for 
purchase.
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Tim Andeen CALOR2018, University of Oregon, May 2018

Front-end : Digitization
Several options under consideration:  

✦ Custom design, 40 MSPS COLUTA ASIC in 
65 nm CMOS (right and below). 

• Architecture: Dynamic Range Extender 
(DRE) + 12-bit pipeline SAR ADC  

• 14b dynamic range, >11b precise SAR. 
• First version tested, version 2 submission 

next month.   
✦ Purchase ADC IP blocks - 14b ADC 

design available in industry (i.e. S3 Group).  
• Would be integrated into custom ADC 

ASIC. 

 15
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ATLAS
Liquid Argon Calorimeter Phase-II Upgrade

(a) (b)

Figure 7.15: (a) The precision of the SAR block of the COLUTA65V1 measured by the sine-wave FFT
method. The chip has an ENOB of 11.6 bit at 20 MSPS with an input sine-wave of 1.0 MHz (b) A
simulated calorimeter pulse digitized by the DRE and SAR blocks. The black markers show the
sampled signal, and the light dashed lines show a fit to the pulse shape.

most of the requirements of the ATLAS LAr calorimeter upgrade (digitization speed, power3621

consumption), and close to meeting the requirements in terms of effective number of bits.3622

IP blocks either already exist or are close to being silicon-proven for the TSMC 65 nm and3623

130 nm technologies.3624

The use of a core ADC IP block shares with the full custom approach the advantage that3625

it is possible to include in the overall ADC architecture the features required to integrate3626

the ADC seamlessly into the FEB design. The IP block could also be tailored to the ATLAS3627

radiation needs, such as minimizing the quantity of ancillary logic and introducing triple-3628

redundant logic to minimize the sensitivity to SEE.3629

It is planned in the coming months to evaluate, on the basis of simulations and of data3630

provided by the designers, the performance of existing IP blocks, and how far they could3631

be customized to the ATLAS needs. To this end, several firms have been contacted and3632

discussions are underway to set up a collaborative effort toward realizing a suitable IP3633

block in 65 nm CMOS, with the goal to design a first test chip by the end of 2018.3634

Commercial ADC option3635

As part of a search for COTS ADC candidates for use in the Phase-I or Phase-II LAr up-3636

grades, a number of commercial ADC chips were subject to radiation tests [113].3637

A promising candidate is Texas Instruments’ ADS5294 [114], an octal 14-bit ADC, fabri-3638

cated in a 180 nm process and consuming, when operated at 40 MSPS, about 60 mW per3639

138 Chapter 7: Front-end Readout

 10
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LASP
In the back-end, Phase-II Upgrade introduces new LAr Signal Processor (LASP) based on 
FPGA technology: 

• Processes digitized waveforms from each of the calorimeter cells. 
• Digital filtering algorithms to calculate energy and timing of LAr pulse. 
• Interfaces to L0, hardware triggers and Data Acquisition (DAQ). 
• Buffer data while awaiting trigger decision.
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ATLAS
Liquid Argon Calorimeter Phase-II Upgrade

Technical Design Report
DRAFT 1.0 b43334b – 1st September 2017 – 15:33

8.1.2 Dataflow to the Trigger and DAQ system3280

The different tasks of the LASP define the dataflow and data buffering until the different3281

trigger accept signals arrive. Figure 8.1 gives an overview of the functional blocks and data3282

streams. The raw data are decoded and a configurable remapping allows a grouping of3283

channels that shall be processed in groups for energy summing and data reduction. The3284

data streams to the Global Event processor and to the L0Calo FEX modules are running at3285

40 MHz, while the output to the DAQ is controlled by the trigger accept signals. Raw and3286

processed data are furthermore buffered in memory for building DAQ data fragments.
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Figure 8.1: Main function blocks and data path of the LAr Signal Processor (LASP).

3287

Interface to the DAQ3288

The interface of the LASPs to the DAQ system is provided by the FELIX network interface3289

modules [5] which are planned to receive and send data with a lpGBT compatible link3290

speed. The data fragments to be sent to the DAQ on a trigger accept signal are composed3291

of several blocks. For triggered events, the result of the precision energy calculation, of the3292

signal time and of a signal quality parameter, e.g. a c2 comparison to the ideal waveform,3293

shall be transmitted, together with the raw data. The size of the data words will be similar3294

to today’s readout:3295

• 16 bits for energy from the low-gain signal in all cells, plus 2 bits for error or signal3296

quality flag;3297

• 2 ⇥ 32 bits for energy, 2 ⇥ 16 bits for time, 2 ⇥ 16 bits for the signal quality parameter,3298

for both gains in case the measured absolute energy value in a cell is above 3 s total3299

noise, which corresponds to an average readout fraction of 0.27%;3300
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Cooling (1)
2 devkits exemples

16

REFLEX_CES : Air cooling

• FAN
• Heatsink
• Height ~ 6cm

ALTERA : Liquid cooling

• FAN
• Heatsink
• Pump
• Height ~ 6cm

ATLAS Upgrade Week - CERN - April 18th 2018
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As will be discussed in more detail below, the constraints due to high power dissipation4272

also influence the integration density of processing units per board. If two FPGAs from4273

the lower range of the high-performance devices (with order of 5 000 DSPs) will be used4274

the power per ATCA board is expected to stay below the 400 W limit per ATCA shelf slot4275

which is given by the PICMC 3.0 specification. However, for very high-performance de-4276

vices chosen for the baseline design (with order of 10 000 DSPs) the ATCA shelf must allow4277

up to 800 W per slot, as foreseen in the recent PICMC 3.7 standard. Equipping a full-size4278

ATCA board with 2 (or more) FPGAs increases the potential costs in case of board failure,4279

both during production and operation. However, the design flexibility due to larger board4280

area is expected to compensate such risks. Furthermore, there are companies that specialize4281

in the replacement of high BGA-pin-count FPGAs which have reached a sufficiently high4282

replacement efficiency such that the repair of full-size ATCA cards, and also of AMC and4283

carrier cards, appears feasible.4284
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Figure 8.4: Layout overview of a LASP module in full-size ATCA format with sufficient space for
FPGA and optical transceiver placement. The two processing units can be either implemented as
mezzanine cards or simply define areas on the main board. In the monolithic board design the
DC/DC converters and Modular Management Controller (MMC) interfaces on the processing units
can be omitted. For the optical transceivers the number of links, the link speed in Gbps and the
direction (Tx/Rx) is indicated. The Rear Transition Module (RTM) provides the optical links to the
L0Calo FEX modules.

160 Chapter 8: Off-detector Electronics

Each LASP module contains two LASP units each with it’s own processing FPGA: 
• LASP board design is based on Advanced Telecommunication Computing Architecture 

(ACTA) 

• Each unit includes elector-optical receiver and transceiver arrays. 

• FPGA takes inputs from up to 4 FEBs, covering 448-512 calorimeter cells. 

• A test board is being developed based on the Intel Stratix 10 FPGA.

 12

Desire reliability: so LASP 
processors will not need to 
be replaced over 10+ years 
of operation.

Stratix 10 Development Kit
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Figure 4.5: Total noise as a function of the level of pileup for a HEC cell in the first layer at h = 2.80,
obtained using the optimal filter (OF) and the Wiener filter with forward correction (WFFC).
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Figure 4.6: Total noise as a function of the level of pileup for a cell from the EM middle layer at
h = 0.5 (a) and a HEC cell in the first layer at h = 2.35 (b), when the optimal filtering coefficients
have been optimized for µ = 140, compared to coefficients optimized for every pileup level.

Chapter 4: Expected Performance of the LAr Calorimeters 43

Digital Filtering Algorithms

• Current digital filtering algorithm uses optimal 
filtering coefficients (OFC), to extract each 
cell’s energy and timing information. 

• In some cases, other algorithms such as the 
Wiener Filter, may better suppress the pileup 
noise.  Studies are ongoing.

OFC

 13

*Only 4 samples used since Run-2 
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Trigger Bandwidth

LAr Calorimeter interfaces with the L0 (L1) triggers: 

• Data bandwidth and links to the FPGA depends on the number of cells transmitted to 
the trigger. 

• For the L0 global trigger, an energy threshold of 2 times the cell noise, 2σ, is applied.

• For 2σ threshold ~5.5% of 
cells are normally transmitted.  

• However, high energy 
particles or noise bursts can 
cause individual FPGAs to 
transmit a significantly greater 
fraction of cells. 

• Planned bandwidth sufficient 
to transmit 30%  of cells, ~153. 

• Also requires bit pattern (512 
bits) reflecting which cells are 
above threshold. 

• Total per LASP module bandwidth to the L0 Global Trigger is expected to be 102.4 Gbps. 

 14
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Conclusion

 15

The LAr Calorimeter will remain critical to ATLAS physics during the HL-LHC.  
In preparation for the full-replacement of the LAr Readout Electronics: 

• A new Technical Design Report of the LAr Phase-II Upgrades has been 
prepared. 

• Tests of first prototype front-end components. 

• Simulation of off-detector readout and expected LAr Calorimeter 
performance. 

• Results are guiding new ASIC design and test board construction. 

• Target is for system installation during  2024-2025 of LS3.



Backup Slides



Christopher Ryan Anelli Pisa Meeting 2018

LAr CaloCell Noise
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2.1.3.6 Work Towards the TDR342

Dynamic range: A few studies can be performed to cross-check the current conclusions. The extra-343

polations based on Monte Carlo on the maximum currents expected can be cross-checked using 2016344

data (extrapolation of dijet spectra). For the tails of the electron distributions, simulation of single345

high-|pT |electrons clusters is ongoing, and can be used for the TDR.346

For the HEC, the absence of saturation will be checked at the preamplifier level. As this information is347

not kept in the standard ATLAS simulation, where only the summed signals are present, a dedicated setup348

will have to be used.349

Gain switching The main driver for setting the gain switching at specific energies is the extrapolation350

of the electron energy scale from the calibration on the Z peak to the photon energies of H ! �� decays.351

As a result, H ! �� Monte Carlo samples can be used to estimate in every layer and calorimeter region352

the energy for which most of the photons would end up in the high gain.353

After the rest of the parameters is set (LSB and max of dynamic range), it can be studied which gain and354

ADC schemes would fit this requirement. Since the calorimeter measures energy rather than transverse355

energy, the noise has significant pseudorapidity dependence, as shown in Figure 4. The consequence is356

that, if one LSB valuer is fixed for the full calorimeter, the dynamic range to be covered by the high gain357

may be too large. An option to investigate is to set the LSB and gain switching energy in a few large bins358

in pseudorapidity to relax the requirements on the electronics.
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Figure 4: Total calorimeter noise as a function of pseudorapidity.
359

Noise Several digital filtering algorithms with active out-of-time pileup correction have to be evaluated360

against the optimal filtering. Their linearity and resolution will be studied in the following conditions:361

• realistic electronics noise level, based on the preamplifier designs,362

13th December 2016 – 20:21 13

Total Noise in the LAr readout 
electronics combines electronic 
noise and as well pileup (in-time and 
out-of-time) noise.

The noise varies by subdetector, |η|, 
and layer.

For the L0 global trigger, there is proposed energy threshold on the 
calorimeter cells, of twice the cell’s total noise, 2σ. 
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FEB to LASP Mapping

Assuming 25.78 Gbps links, mapping of front-end boards to the LASP:

• Each LASP FPGA takes inputs from 4 FEBs, and cover between 
448 and 512 calorimeter cells.

 18
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other I/O connections, like LVDS signals or dedicated PHY chips, respectively, depending4185

on the available FPGA resources.4186

Modern FPGAs can operate the input and output links of the duplex transceivers at in-4187

dependent speed. The required number of transceivers of the LASP FPGAs is therefore4188

determined by the number of input links, which always exceeds the number of output4189

links, even for HEC and FCal regions where additional data are transferred to the L0Calo4190

or Global Event trigger systems.4191

Table 8.2: Readout configuration for 22 data fibres per FEB2 board and nominally four FEB2 boards
connected to each LASP FPGA, assuming fast 25.78 Gbps links to the Global Event Trigger Processor
and legacy FEX links to L0Calo. The number of LASP units is summed for both detector sides.

LASP ID No. of No. of Links per LASP

Cells LASPs Input Output Bidirectional

per LASP FEB2 Global FEX FEB2 FELIX
Event TTC DAQ/TTC

EMB 1 448 64 80 4 0 8 2
EMB 2 504 64 88 4 0 8 2
EMB 3 512 64 88 4 0 8 2
EMB 4 496 32 88 4 0 8 2

EMEC 1,2 512 64 88 4 0 8 2
EMEC 3 480 32 84 4 0 10 2

EMEC spec 1 448 8 80 4 27 8 2
EMEC spec 2,4 512 12 88 4 0 8 2
EMEC spec 3 512 8 88 4 0 10 2

HEC 2 512 8 88 4 27 8 3
HEC-EMEC 1 480 8 80 4 27 8 3

FCal 1,2 504 4 88 4 23 8 3
FCal 3 500 2 88 4 23 8 3
FCal 4 256 2 48 2 12 4 2

Total 372 31 912 1 484 810 3 048 766

Signal processing in FPGAs can be implemented by exploiting time-multiplexing, i.e. the4192

FPGA clock frequency will be a multiple of 40 MHz. Implementations of the extended opti-4193

mal filter algorithms in FPGA test hardware (ALTERA Arria-10) reach 240 MHz in a realistic4194

environment, i.e including transceiver I/O, channel remapping and energy summing at the4195

output stage. With the filter configuration discussed above, the number of multiplier-adder4196

units per cell for two gains needs to be: 2 ⇥ ((24 + 12)⇥ 40 MHz/240 MHz + (3 ⇥ 10)⇥4197

4 MHz/240 MHz) = 13.4198

Chapter 8: Off-detector Electronics 157
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Noise Sampling Dependence
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Figure 3.7: Total noise as a function of the level of pileup for a cell from the EM middle layer at
h = 0.5 (a) and a HEC cell in the first layer at h = 2.35 (b), obtained after optimal filtering using 5
samples at 40 MHz or 10 samples at 80 MHz sampling rate.

highly correlated due to the shaping time of 13 ns. Even a faster shaping of t = 8 ns does1227

not improve the EM and HEC noise further. These numbers do not justify the doubling of1228

the bandwidth required to transmit the samples to the back-end electronics at 80 MHz.1229

36 Chapter 3: Requirements for the Proposed Upgrade

Increasing the sampling rate results in a 5-10% reduction in noise, but this was 
deemed insufficient to justify the additional costs.

Comparison of total noise as a function of pileup for 40 vs 80 MHz sampling:

EMB HEC
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Optimal Filtering Coefficients

 20

•Review: the amplitude of the LAr readout electronic’s 
pulse shape scales with energy.

•Amplitude is calculated from 5 samples, each weighted by 
an optimal filtering coefficient, ai.   

•Knowing the shape of the normalized pulse, the optimal 
filter sets the coefficients to minimize the uncertainty on 
U, Var(U).  

•Subject to the constraints:

Becomes a minimization problem with 2 Lagrange 
multipliers.
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Optimal Filtering Coefficients

 21

• One finds that optimal filtering coefficients are defined as:

• Where the Lagrange multipliers are also functions of the pulse shape and the inverse 
autocorrelation function.

• The autocorrelation function, Rij , is a weighted combination of the electronic and PU 
autocorrelation functions, that depends on the variance of the pileup energy distribution.
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ATLAS Schematic
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